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ABSTRACT

This work discusses a method to estimate a spacecraft’s
rotation axis and period from ground, supporting in-orbit-
servicing or active space debris removal. It requires si-
multaneous observations from two Satellite Laser Rang-
ing (SLR) stations of a target equipped with multiple Cor-
ner Cube Reflectors (CCR). The method was developed
and tested using a SLR residual simulation tool where
various input parameters like CCR pattern or rotational
behavior can be altered. A vector between a known CCR
and a second, initially unknown one, is estimated and the
behavior over time is analyzed. The estimation is done
by using the residual distance between the CCRs and the
two perspectives yielded by the bi-static data. However,
ambiguities occur which can be solved by adding a third
SLR station into the equation or compare multiple passes.

Keywords: SLR Simulation; Attitude Estimation; Space
Debris; Bi-Static Observation.

1. INTRODUCTION

Space objects are the sum off all human made objects
launched into space ranging from active or dysfunctional
satellites to the smallest particles. Smaller space debris
are the result of disintegration, erosion or collisions
which also pose a risk to active missions due to their
high velocity of about 7 km/s in low Earth orbit [1][2].
Especially collisions of larger objects like active or
inactive satellites create a large number of space debris
of smaller size which contribute to the Kessler Syndrome
[3]. Not only is an active satellite damaged or destroyed
but also the newly created space debris is hard to observe,
due to its smaller size. To reduce the probability of such
collisions, space debris are regularly observed using
techniques like radar or Satellite Laser Ranging (SLR)
[4]. In addition to the continuous observations it is de-
sired to reduce the overall production of new space debris
to an absolute minimum as stated in the Space Debris
Mitigation Guidelines established by the Inter-Agency
Space Debris Committee [5]. Furthermore, according
to [6] the European Space Agency (ESA) ”aims to

completely stop the generation of debris in valuable
orbits by 2030”, which should be archived by active and
passive removal techniques. While passive techniques
rely on natural forces like Earth’s magnetic field or
atmospheric drag, active techniques require an artificial
force applied on the object to alter its orbit. There are
various different active removal techniques like laser
ablation, tethers-based or capturing [7]. The concept of
the capturing technique is to actively apprehend a dys-
functional spacecraft (S/C) or space debris with a chaser
S/C and change its path either to reach the graveyard
orbit or force the it to deorbit. Currently the ESA and a
Swiss company are working on the ClearSpace-1 mission
which purpose it is to actively capture and alter the orbit
of the upper part of a payload adapter [8]. In order to
make this mission feasible the orbit and the attitude of
the object has to be determined beforehand. Thereby the
attitude estimation from ground is more energy efficient.
The chaser has more time to adjust its orbit and attitude
and is able to use natural forced like Earth’s magnetic
field. It is imperative that the attitude is known in order
to successfully synchronize the rotation of the target
with the chaser. This is essential to avoid any potential
damage and the creation of additional space debris while
captioning the target [9].

This work analysis a method for estimating the attitude
of a space object equipped with Corner Cube Reflec-
tors (CCR) by observing it with standard SLR techniques
from two different stations simultaneously. This allows to
have two different observation vectors and thereby point
of views, which solutions can be compared and merged.
For this purpose, the study analyses how the relative dis-
tance between two specific CCRs on the surface of a
space object changes over time along the observation di-
rection when viewed from two different angles. In order
to realize the method, it is important that the SLR sta-
tions are able to reach a certain resolution in their mea-
surements to be able to distinguish single CCRs on the
surface of the S/C. Due to the expenditure of having two
stations observe a suitable target simultaneously, a Space
Research Institute’s tool for SLR residual simulation [10]
is used to simulate a rotating target with any given num-
ber and pattern of CCRs mounted on the surfaces. The
goal is to estimate the rotation axis and period to a certain
accuracy for the purpose of active space debris removal.
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Figure 1. Measured TechnoSat pass residuals over time,
as conducted by SLR station Graz [12]. The designations
A4, A3 and A2 correspond to the individual surfaces on
the S/C containing one, four and two CCR, respectively.
The green dots represent valid returns and the dashed line
highlight the mean residual of each CCR.

2. CORNER CUBE REFLECTORS SPATIAL
CONFIGURATION

The number of CCRs and the arrangement in which they
are mounted on the surfaces of an object is crucial for
this method as it is important that every single CCR can
be identified within the residuals. Therefore, the first
step is to determine a suitable pattern which combines
the uniqueness to be distinctive and the ability to be sep-
arable in the simulations and measurements.

2.1. Distinction of single Corner Cube Reflectors

Firstly, it is necessary to validate that distinctiveness can
be achieved by standard SLR measurements. In Fig. 1
a Graz SLR station measurement of a TechnoSat pass is
shown where post processing has already been done. The
CCR pattern, the mounting distances and further informa-
tion can be found in [12]. It can be seen that each CCR
produced significant residual returns (green dots) which
are marked with a black dashed line. Separation can be
done for most parts of the pass if the pattern of the CCRs
is considered. For example, the A3 surface: There are
four CCRs arranged in a line, with two pairs positioned
closer together. The distance between the pairs is 30 cm,
and the distance between the outermost CCRs is 140 cm.
TechnoSat is in a 600 km altitude orbit [11] which shows
that CCR distinction is possible for S/C in low Earth orbit
provided a certain mounting distance of the CCRs.

In order to estimate not only the attitude but also the cur-
rent orientation it is important that the single CCRs can be
differentiated and also be identified in the simulations and
measurements. Therefore, a mainframe for the mounting
pattern has to be established.

2.2. Corner Cube Reflector Placement Pattern

The primary goal is to establish a configuration in which
each CCR is separable with absolute certainty. In theory
any number of CCRs can be mounted as long as at least
two CCRs can be identified, however, for practical rea-
sons a configuration containing three CCRs was chosen.

The pattern was calculated using Eq. 1, which computes
the maximum deviations in distances, d, between each
CCR. This means that the distances should vary and be
highly different to each other. This is done by maxi-
mizing the product of the differences between the dis-
tances from one CCR to each other. The advantage of
calculating the product and not the sum is, that when
two distances become too similar the difference becomes
close to zero and the whole product becomes zero, which
would not be a valid solution. The exponent, p, ampli-
fies or dampens the influence of the pairwise differences.
The higher the exponent gets, the larger and smaller dif-
ferences contribute more and therefore get higher value.
However, if it is too high, there is a risk that the entire
product will become zero, because a factor smaller than
1 m can approach zero fairly quickly. Therefore, a com-
promise has to be found that gives value to the extremes
but does not allow them to dominate. Furthermore, terms
which would represent a distance variation to themselves
are neglected and the positions of the CCRs (and their
distances) have to be within the defined surface area. In
this study, a rectangular surface was selected with the di-
mensions a and b being the constraints.

max

∏
i,j

(|di − dj |)p
 , ∀i ̸= j, ∀d | d ≤

√
a2 + b2

(1)

The described problem in Eq. 1 was solved in Python
with the solution, that all three CCRs are placed in a
straight line. Two CCRs are located in opposite corners
of the configuration, with one positioned at a distance of
approximately one-fifth of the diagonal distance from a
corner. The graphical illustration of the solution can be
seen in Fig. 2, where the power, p, was chosen to be two.
The characteristics of the surface rectangle does not have
an influence on the diagonal, D, scaled solution. The re-
sulting pattern allows the identification of each CCR in
the residuals, except in the case where the surface is per-
pendicular to the observation vector. In this instance all
CCR would have a similar distance to the observer. In
all other circumstances, the red and green CCR are closer
together than the blue one. Furthermore, the green CCR
will always be positioned between the red and blue CCR.
This behavior can be seen in an example simulation in
Fig. 3. For all further examples this pattern will be used.
Dependent on the SLR station’s accuracy and measure-
ment quality the minimum distance between two CCRs
varies. However, as seen in Fig. 1, 30 cm is enough for
Graz SLR station.



Figure 2. Calculated CCR pattern using Eq. 1 with
power of 2 on a rectangular surface of a S/C. Blue, green
and red circles with a cross are the CCRs. The labels a
and b define the dimension of the rectangle and d1, d2
and d3 are the distances between the CCRs which refer
to the diagonal, D.

3. RESIDUAL SIMULATION TOOL

The Residual Simulation Tool (RST) calculates the
observed-minus-calculated residuals to every single CCR
based on a Two Line Element (TLE) orbit prediction. The
necessary input file contains the information the simula-
tion needs to compute a valid output, like the rotation pa-
rameters or the CCR position and orientation file path.
In addition, a normal distributed noise, the CCR field of
view (FOV) or a center of mass (CoM) offset can be cho-
sen. More detailed information can be found in [10]. The
RST was programmed in Python and is designed in a way
that only the input file and the file which contains the
CCR position and orientation has to be adapted before
starting the simulation. In the input file the reference co-
ordinate frame (RCF) can be chosen, which defines the
frame for the rest of the simulation and the output. As the
TLE files used are the one of actual satellite passes, the
NORAD-ID as well as the start and end time of the pass
have to be be added in order to automatically download
the TLE file from SpaceTrack1. The basic structure of the
RST is divided into eight sections:

• Definition of the input file (JSON format)

• Definition of pass time (elevation above 0°)

• Download TLE or use stored one

• Read station coordinates and velocity (Sinex files
from CDDIS2)

• Coordinate transformations

• Lagrange interpolation

• Read CCR position, normal vector and FOV

• Rotate CCR around fixed axis in the RCF
1www.space-track.org
2www.cddis.nasa.gov
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Figure 3. Example simulation of a TechnoSat pass with
noise added. The Y-axis shows the observed-minus-
calculated residuals which are the length deviations to
the CoM in observation vector direction. The X-axis
shows the seconds of day. The colored dots are the re-
turns of the single CCRs. The CCR placement pattern is
described in section 2.2 and the same color code is used.

The RST output comprises two main components: A
graphical representation and data files that can be utilised
for subsequent calculations. An example for the graphi-
cal representation can be seen in Fig. 3, where a Tech-
noSat pass with noise was simulated. The gaps in the
residuals occur because CCRs where only placed on one
face of the S/C. Therefore, whenever this face is not
visible to the observer (observation vector it outside the
FOV) no residuals where generated. Most of the residuals
are negative because they represent the distance variation
in observation vector direction relative to the CoM. The
overwhelming time, the surface is orientated in the di-
rection of the observer, which means that the surface is
closer to the observer than the CoM, therefore generating
negative residuals. The simulated output data includes
the observation vector, residual and pass data, rotation
information and normal vectors of the CCR at every time
step.

4. ATTITUDE ESTIMATION

The attitude of a space object is defined by three com-
ponents: Rotation axis, rotation period and orientation,
defined in a reference frame. The requirements, as-
sumptions and method will be discussed in this section
to achieve the attitude estimation from ground using bi-
static SLR residual simulation.

4.1. Requirements and Assumptions

There are some requirements and assumptions that have
to be made in order to estimate the attitude. They are
illustrated in Fig. 4, where a bi-static SLR measurement
in sketched and explained.

• Two identifiable CCRs
It is required to identify at least two CCR per surface
in the simulated or measured residuals. One possi-
bility how to achieve this is explained in section 2.2,



however any pattern with any number of CCRs is
suitable provided two of them can be identified. If
the orientation of the S/C is also of interest it is nec-
essary to vary the pattern on each surface that allows
face distinction.

• Bi-static SLR observations
The space object has to be observed from at least
two SLR stations simultaneously with an accuracy
high enough to be able to calculate the residual dif-
ferences between the singe CCRs. In real mea-
surements campaigns however, measurements will
hardly be measured at the exact same time due to
clock errors or offsets. To counteract, the data points
of each station will have to be interpolated, using
e.g. a least squares adjustment. The establishment
of three stations would be advantageous to eliminate
ambiguities. However, the implementation of a cam-
paign involving three stations is challenging due to
weather-related limitations and measurement uncer-
tainties.

• Observation vector parallel to every point on the
surface
It is assumed that the observation vector stays par-
allel, regardless of which part of the surface is ob-
served. Therefore, the laser beam incident angle is
equal regardless which CCR on the surface is cur-
rently under investigation. Due to the significant dis-
tance to the S/C, the minor angular deviations can be
neglected.

• Fixed rotation axis
For the estimation it is assumed that the rotation axis
of the target is fixed with respect to the RCF and will
not change over time. However, the axis can change
due to free tumbling motion of objects. The method
would perfectly allow to monitor those changes over
time, which could be an option for the future exper-
iments and simulation tests.

4.2. Simultaneous Observation

When talking about simultaneous observation it is impor-
tant that both stations are far enough from each other
to produce significant differences in the residuals. To
demonstrate that a relatively small distance can result in
measurable deviations, the same TechnoSat pass was sim-
ulated in Fig. 5, once from the perspective of the SLR
station in Graz and once from the perspective of the SLR
station in Wettzell. Afterwards the results where com-
pared, showing differences up to 0.3 m. This value is sig-
nificantly above the SLR measurement accuracy, which
is for most SLR stations lower than 1 cm up to 5 cm [13].
These deviations are the result of the geographical dis-
tance of approximately 300 km between the two stations.
The distance impacts directly the orientation of the obser-
vation vector, thus the incident angle.

Figure 4. Schematic of bi-static observations which ful-
fill the requirements and assumptions. Two CCRs can be
identified and their residual differences, ∆r = |r1 − r2|,
can be measured separately. The measurements take
place simultaneously while the observation vector, O⃗,
stays parallel for each station, A and B.

4.3. Calculation of a Surface-Vector

The objective is to estimate a vector pointing from one
CCR to another. It is essential that these two reflectors
can be identified within the measured or simulated resid-
uals. As this vector is located on the surface of an ob-
ject, it is referred to as a surface-vector. Based on the
behavior over time, conclusions can be drawn about the
attitude. The required data to perform the calculations
are the residuals, CCR positioning on the surface, the ob-
servation vector and the epoch. The following list will
describe the main steps which are necessary to calculate
the surface-vector per time step.

• Residual differences
Firstly, the residual differences between the two
CCRs are calculated every time step and for both
stations. The residual difference, ∆r, is illustrated in
Fig. 4 and can be calculated by subtracting the resid-
uals of both CCRs. If the difference is very small,
the surface is close to be perpendicular to the obser-
vation vector.

• Centering one CCR
Secondly, the RCF’s center of origin has to be
shifted to the position of the designated first CCR.
It is mandatory that the designated CCR is identical
for both stations.

• Radius of potential circular position
Thirdly, using geometric relations a circular area can
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Figure 5. Top and mid: Simulated residuals from SLR
station Graz and Wettzell, respectively, with X-axis being
the Seconds of Day and the Y-axis the simulated-minus-
calculated residuals; Bottom: Residual differences be-
tween both simulations where the Y-axis shows the resid-
ual differences; The orbit was calculated by using a TLE
file from a TechnoSat pass. Graz and Wettzell are approx-
imately 300 km apart which lead to residual differences
up to 0.3 m.

be calculated on which the second CCR must lie,
which is marked by the black circle where the CCR3

lies on. This is illustrated on the left side of Fig. 6.
∆r is the residual difference, d the surface distance
between both CCRs, R the radius of the resulting
circle and α the incident angle of the incoming laser
beam. ∆r is pointing in the observation vector di-
rection and is perpendicular to the plane the circle
is positioned on. Simple trigonometric relations can
be applied to calculate ∆r, thereby obtaining an ap-
proximate tilt of the surface. However, no orienta-
tion information is provided so far.

• Intersection of circles
If the previous steps are done for both stations the
resulting circles can be intersected. As a result, one
or two intersection points are calculated, illustrated
on the right side of Fig. 6, marked by the red crosses.
CCR3, 1 and CCR3, 2 are the two potential positions
of a second CCR and v1 and v2 the two potential
surface-vectors.

• Ambiguity of the surface-vector
This ambiguity can be resolved for example by
adding the data of a third SLR station or analyzing
a number of revolutions and passes. However, for
the further purpose of this study this ambiguity is
largely neglected to further investigate the rotation
parameters.

Figure 6. Left: A schematic representation of the poten-
tial circular relative position of a second CCR, example
position marked red, seen from one station. R is the ra-
dius of the circle, ∆r the residual difference, d the mount-
ing distance and α the laser beam incident angle; Right:
Both stations create a potential circular position which
can be intersected to constrain the potential position to
two points marked with a red cross. The connecting vec-
tors are called surface-vectors and are represented by v1
and v2.

4.4. Surface-Vector-Propagation

When performing the steps described in section 4.3 for
every time step, the surface-vector will propagate and ro-
tate during the pass. For calculation and representation
reasons the data is separated in single chunks. In this con-
text, a chunk refers to a segment of a pass during which
the surface remains continuously visible, occurring once
per revolution. On the left side of Fig. 7 an example
of a chunk is plotted containing both possible solutions,
marked in the same color code to represent the impossi-
bility of direct distinctness. To stay consistent the same
CCR pattern and pass were used to generate the surface-
vector as in the previous examples. However, the two dif-
ferent curves of the surface-vector can be clearly recog-
nized visually. Yet, the two solutions are represented by
a mixed data set and therefore must be separated first, to
perform further analysis. By performing data editing like
outlier removal, Euler step interpolation, cone filtering
and proximity analysis the two curves can be separated.
To apply these methods some default values, have to de-
fined to begin the analysis. Data points will be removed if
they have no neighbor in proximity less than 0.1 m (out-
lier removal). The subsequent initial point for finding the
next data point is 0.01 m in the trending direction (Euler
step). The permitted area in which the following point
may be located is defined by a cone centered around the
Euler step vector, with an opening defined by the ratio of
the cone’s height to the radius of the corresponding cir-
cular base. The default value is 25 (cone filtering). If
no new data point can be found within proximity of less
than 0.1 m the curve calculated so far is saved as a section
(proximity). These methods can lead to a number of sec-
tions within the respective solution. Therefore, a spline
of the order 1, 3 or 5 is fitted through the data points of
one section and is extrapolated. The mean normal dis-
tance between the generated spline and the other sections
is compared and, if the value is low enough, merged with
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Figure 7. Left: Single Chunk where outliers are already
removed. Solutions are not separated due to the mixed
data sets; Right: Separated Chunk after performing Eu-
ler step interpolation, cone filtering and proximity anal-
ysis; The data shows the possible positions of the second
CCR while the first is located at the center of origin.

the initial section. This step is iterated over all sections
until one or two solutions remain. The result can be seen
in Fig. 7 on the right side: The solution and ambiguity
are separated from each other.

4.5. From Surface-Vector to Attitude

In this section the focus lies on the solution and not its
ambiguity. Firstly, a least squares adjustment [14] of
the second CCR’s positions has to be performed to get
a smooth movement during the pass. The CCR will move
along a spiral: Circular due to the rotation and forward
due to the orbit propagation. The rotation axis is in the
center of the spiral and can be estimated by calculating a
mean vector which is perpendicular to the vectors which
connect the positions of the second CCR in each time
step. The estimation of the mean rotation axis, ra, is
given in Eq. 2, where N is the total number of connection
vectors, which are labeled

#»
di.

ra =

∑N−1
i=0

#»

di ×
#      »

di+1

N − 1
(2)

The connection vectors can be calculated by subtracting
the subsequent from the initial surface-vector. The calcu-
lation is shown Eq. 3 and must be applied for each time
step the surface is visible.

#»

di =
#»si −

#     »si+1 (3)

In Fig. 8, a schematic illustrates the initial situation this
calculation is based on. The surface-vectors, #»si, point
to the position of the second CCR2 every time step, i.
Note that this is a projected illustration, a vector perpen-
dicular to the surface-vectors might not point towards the
observer direction, thus does not represent the rotation
vector. This method is working to a good extent if the
data points are well distributed on the spiral. However, if

Figure 8. Schematic of surface-vectors, s⃗i, pointing from
the initial CCR, CCR1, at each time step, i, to the sec-
ond CCR, CCR2. The position propagates circular and
in orbit direction (along track) over time which results in
a helix.

little data points are available and they are focused on a
small portion of the spiral the RANSAC (Random Sam-
ple Consensus) method [15] to fit the spiral center axis is
more suitable.

Now that the rotation axis is known the rotation period
can be calculated. Due to the propagation on a spiral the
surface-vectors are distorted and do not represent a per-
fect circular motion which would describe the rotation of
the object. This effect can be seen in Fig. 9. To counter-
act this, a plane is created which is perpendicular to the
estimated rotation axis. The surface-vector will now be
projected on the newly established plane. While the not
projected surface-vector point to the CCRs propagating
on a spiral, the new projected surface-vectors, ŝ[t], will
point to the projected CCR2[t] positions, which propa-
gate on a circle. The time passed between the two mea-
surements is known and the angle between the two cor-
responding projected surface-vectors can be calculated.
Thus, the time needed to fulfill a full revolution can be
computed, which corresponds to the true rotation period.
This is done for each time step and then the mean value
is computed, which is given in Eq. 4, where t is the time
between each step.

τ = mean

 2π ∗ t

cos−1
( #»

ŝi·
#     »
ŝi+1

| #»
ŝi|∗|

#     »
ŝi+1|

)
 (4)

In theory using this method the attitude of a space object
can be measured. However due to lack of resources the
preliminary results are limited to simulated data. The first
part of the attitude is defined by the rotation axis, which
can be estimated with the given method to an accuracy



Figure 9. Schematic of the spiral propagation of the sec-
ond CCR through space. Surface-vectors are projected,
ŝ[t], on a plane perpendicular to the estimated rotation
axis to exclude the objects forward movement. ŝ is now
rotating in a circular path, so the rotation period can be
computed.

of below 50µrad for a single-step calculation and below
0.1µrad for the mean value (actual estimated axis). The
result of the angular deviation before applying the mean
function (single-step) for a specific example can be seen
in Fig. 10. The single-step rotation axis is ri =

#»

di ×
#      »

di+1
at each time step separately. The deviations are normal
distributed, which allows the conclusion that they are
caused by normal distributed noise and round-off-errors
of the simulation tool and the attitude calculation itself.
However, in the shown example the defined rotation axis
was [1, 1, 0], in the RCF, and the estimated mean rotation
axis is [0.9̇, 1 + 2∗10-7, -1.6∗10-6]. This corresponds to
a relative deviation of less than 10-6 %. Should a pass
be observed where more revolutions are visible, the am-
biguity can be resolved, because the true solution of the
rotation axis will always be similar, while the ambiguity
will vary with each observation and revolution.
After estimating the rotation axis, the rotation period can
be calculated using Eq. 4. In Fig. 11 the rotation period at
each time step of an example is plotted, where simulated
rotation period was set to be 120 s. In this estimation the
mean rotation period is 119.999 s, which corresponds to a
relative deviation of 0.001 %, after removing certain out-
liers. Especially in regions where the surface is close to
be perpendicular to the observation vector the estimation
can become unstable, because the residual differences get
close to zero. Minor impacts of this effect can be seen
around 67420 SoD and 67530 SoD.

In theory the method should be able to estimate the rota-
tional behavior provided a suitable CCR pattern and SLR
stations which high accuracy measurement capabilities.
The influence of measurement uncertainties and clock er-
rors as well of station distances will be subject of further
studies.
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Figure 11. Example of a true rotation period estimation
over time. At each time step the rotation period was cal-
culated using Eq. 4 without the mean function. The gaps
in the data are the sectors where the surface with CCRs
mounted are not visible to the observer. Larger devia-
tions occur in the areas where the surface is close to be
perpendicular to the observation vector.



5. SUMMARY AND OUTLOOK

This study demonstrates the feasibility of using bi-static
SLR to estimate the attitude of certain space objects
where CCRs are mounted in a specific pattern. It is shown
that one suitable pattern for making each CCR identifi-
able consists of three CCRs in a line, with two positioned
closer together. Identification is only impossible when
the surface is nearly perpendicular to the observer. Ob-
serving the objects from two different angles through bi-
static measurements proves to be crucial for gaining addi-
tional information, as the two datasets can be compared.
The variations in these datasets enable attitude calcula-
tion. However, due to the ambiguities inherent in this
method, further assessment is required. When observing
a single revolution, these ambiguities cannot be resolved
using the standard method. It is necessary to analyze mul-
tiple revolutions and passes to identify the actual solution
and eliminate ambiguities. Resolving these ambiguities
within a single revolution would require a third SLR sta-
tion. Observations involving three SLR stations could
even enable real-time attitude estimation, which could
be necessary or beneficial when a satellite is approach-
ing space debris for removal.

In reality, the accuracy of the estimated attitude depends
largely on the quality of the SLR station measurements.
Additionally, the observing stations require good weather
conditions, which often poses a challenge and may make
bi-static observations difficult to plan. This challenge
would be even greater when considering tri-static obser-
vations.

In the future, the methods developed in this study could
be implemented in a variety of applications. The increas-
ing amount of space debris is becoming a growing con-
cern for both commercial and governmental space agen-
cies. Therefore, technologies such as SLR based attitude
determination will play a significant role in future debris
removal missions. The ability to precisely predict the ro-
tation and attitude of space debris from the ground will
be crucial for planning removal missions and avoiding
collisions. This, in turn, will allow operational satellites
to remain in orbit with minimal need for repeated col-
lision avoidance maneuvers. In this context, the thesis
has demonstrated that SLR, particularly bi-static SLR, is
a valuable and viable technique for attitude determina-
tion of defunct satellites and space debris. While much
work remains to be done, this study provides a strong
foundation for further research in this field and may, in
the future, make a significant contribution to space debris
mitigation.

Future steps and further research are needed to establish
this method as a standard procedure. An important ques-
tion is how close two observing stations can be while
still producing meaningful attitude estimations. If it is
possible to have two or even three SLR stations within
a few kilometers of each other, a single institute could
operate them, significantly simplifying observation cam-
paigns. Furthermore, stations within the same weather

region would have a much higher probability of success-
ful attitude estimation. An essential next step is to con-
duct a test campaign to validate the feasibility of the
method using real measurements. Potential targets in-
clude TechnoSat and the SNET satellites, as both have
CCRs mounted on all surfaces, with one surface featur-
ing the CCR pattern outlined in this study. Additionally,
it is necessary to examine how timing correlation errors
in bi-static measurements affect the accuracy of attitude
estimation. Further research could also explore how bi-
static SLR data might be applied to other fields of interest.
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