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ABSTRACT

We investigate the capabilities of the next generation
ionospheric research radar EISCAT 3D (E3D) for ob-
servations of space objects. The radar is multi-static,
and is therefore capable of observing instantaneous three-
dimensional vector velocity and position by observing
round-trip delay and Doppler shift between the transmit-
ter and three receiver sites. The radar is to be located
in Northern Scandinavia, which provides a high revisit-
rate for high inclination objects. To model the perfor-
mance of E3D for space object observations, we have in-
cluded radar equation based analysis of object detectabil-
ity as a function of range and size. To study the perfor-
mance of the radar for orbital elements determination, we
have used a linearized error covariance analysis for ide-
alized Keplerian elements. The analysis includes range
and range-rate errors due to signal-to-noise and iono-
spheric radio propagation. To estimate the fraction of to-
tal debris that can be observed with E3D, we have used
the MASTER model [FGW+09]. E3D uses a relatively
low VHF frequency (233 MHz), which experiences more
radio wave propagation effects than more conventional
higher frequency space surveillance radars. Our model-
ing shows that ionospheric ray-bending and group delay
are severe enough that these effects need to be modeled
in order to determine accurate orbital elements. As EIS-
CAT 3D is an ionospheric research radar, there will be
high quality ionospheric electron density measurements
that can be utilized for radio propagation modeling. Our
simulations indicate that the radar can be used for ob-
servations of orbital elements of objects down to 5 cm
in diameter. It is therefore feasible that the radar could
provide to be a useful source of accurate information of
orbital elements of space debris.
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1. INTRODUCTION

Study of space debris is listed in the Science Case for
EISCAT 3D [MAA+15] as one of the application areas
of the planned next generation multi-static high-power

large-aperture (HPLA) radar planned in Northern Fenno-
Scandinavia. The primary mission for the radar is how-
ever ionospheric science, which means that it the driver
for the radar design was not space object observations. In
this study, we have set out to investigate in greater detail
the utility of E3D for space object observations – both for
beam-park observations, and for surveillance purposes.
We will use the current projected design of E3D as basis
of this study.

To model the performance of E3D for space debris ob-
servations, we have studied radar equation based de-
tectability and performed an error analysis for range and
range-rate observables [MLHV02]. Because the radar
will be multi-static, it is capable of observing instanta-
neous three-dimensional vector velocities and positions
by observing delay and Doppler shift between the trans-
mitter and three or more receiver sites. We have included
linearized error estimates for Keplerian orbital elements
based on multi-static observations of targets. We have
intentionally chosen not to use a more complicated orbit
model, in order to get a simple and intuitive first order
idea of orbit determination accuracy and repeat-rate of
observations.

E3D uses a relatively low VHF frequency (233 MHz),
which experiences more radio wave propagation effects
than more conventional higher frequency surveillance
radars. Our modeling shows that ionospheric ray-bending
and group delay are severe enough that these effects need
to be addressed if one were to utilize E3D for accurate
orbital elements determination. Without ionospheric cor-
rections, measurements performed using E3D are unus-
able for determining useful orbital elements. Because
E3D is an ionospheric research radar, it can measure elec-
tron density profiles at the same time with every measure-
ment of a space object, and this can be used to correct for
propagation errors. In order to obtain a more realistic
model of errors, we have estimated residual ionospheric
propagation errors after ionospheric propagation correc-
tions have been applied, and used these errors when esti-
mating orbital elements determination performance.
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2. EISCAT 3D

The EISCAT 3D radar (E3D) is a a multi-static HPLA
radar, which is to be located in Northern Scandinavia.
The radar uses phased array antennas for transmit and
receive. The radar will initially have one transmit and
receive site in Skibotn, Norway (69.340◦N, 20.313◦E).
There will also be four receive-only sites: Karesuvanto
(68.463◦N,22.458◦E), Bergfors (68.148◦N, 19.769◦E),
Andoya Norway (69.251◦N, 16.096◦E) and Jokkmokk
(66.60◦ N, 19.81◦ S). The technical description of the
planned radar is described in detail in the technical note
published by EISCAT [EIS14]. The planned locations are
shown on a map in in Figure 1.

The plan is to build E3D in two stages. In the first stage,
a transmitter and receiver will be located in Skibotn. Re-
ceivers will be located in Karesuvanto and Bergfors. In
the next stage, two more receivers will be built: one in
Andoya and one in Jokkmokk.

Currently planned parameters for E3D are listed in the
Table 1. In this table, Nbeams stands for the number of si-
multaneous beams that can be formed, Trec stands for re-
ceiver noise temperature, and Btx is transmit bandwidth.
The transmit power Ptx is planned to be 10 MW.

The radar will have a center frequency of 233 MHz.
Each antenna array will consist of 9919 inverted-v dipole
antenna elements similar to the PAVE PAWS design
[BPC+10], grouped under 91 antenna subgroups. The
array will be a planar array placed horizontally with the
on-axis direction pointing towards zenith. The antenna
arrays have a full-width half maximum beam width of
approximately 0.9◦. The antennas are steerable to 60◦
off zenith, with gain falling off approximately according
to projected geometric area G(α) = G0 cos(α), where α
is the zenith angle.

The Skibotn transmitter site will have interferometric out-
lier antennas, which are approximately 10 meters in di-
ameter. The longest baseline will be approximately 1.5
km. The main purpose of the spaced antenna interfer-
ometer is to perform imaging of small-scale ionospheric
structure in the E-region of the ionosphere during auroral
energetic electron precipitation. The interferometry will
also have uses for measurements of trajectories of mi-
crometeoroids [KSN+12], and for planetary radar mea-
surements of the Moon [Tho87]. These interferometric
antennas may also have utility when estimating the angle
of arrival of high signal-to-noise ratio space debris targets
with high precision. It is also possible to divide the core
antenna into subarrays for interferometry. Figure 7 shows
an example of a mono-pulse type of an interferometer,
achieved by dividing the core array into four quadrants.

The antenna will have an all-digital beamformer, with a
direct sampling 105 MHz digitizer connected to two po-
larizations on each one of the 9919 antenna elements. A
level one beamformer will reduce the bandwidth to 30
MHz and form up to 10 dual polarization beams on each
one of the 91 element tiles. These first level wide angle

Site Gain Nbeams TX Trec Btx

dBi K MHz
Skibotn 43 100 yes 150 ≤ 5
Bergfors 43 100 no 150
Karesuvanto 43 100 no 150
Jokkmokk 43 100 no 150
Karesuvanto 43 100 no 150

Table 1. The performance parameters for E3D.

Figure 1. Planned E3D sites. The core site in Skibotn
is colored with red. Receive sites are located in Karesu-
vanto, Bergfors, Andoya, and Jokkmokk are colored with
blue.

beams are then used by the second level beamformer to
form up to 100 dual polarization 30 MHz beams. On the
core site, most of these beams will be utilized for inter-
ferometry. On the receive sites, these beams will be used
to form beams that intersect the transmitter beam across
all altitudes of interest. The number of beams is suffi-
cient to simultaneously cover all common volumes with
the transmit beam. An example of a transmit beam inter-
secting with 100 receive beams is shown in Figure 2.

The second level beamformer and the high level signal
processing will be implemented using a general purpose
high performance computing cluster. The e-infrastructure
for E3D is still in somewhat formative stages, and it is not
yet decided if the second level beamformed data will be
transmitted over a fast internet connection to a central su-
percomputer for analysis, or if the supercomputer will re-
side at the location of the radar site. The most likely sce-
nario is that the vast majority of computing will be per-
formed on-site and accomplished by having extra com-
putational resources for analyzing and reducing the radar
data before sending it to a central archive. The latter sce-
nario will allow low-latency analysis to be performed, al-
lowing that radar to quickly adapt to changing conditions.
It is feasible that the radar will be able to allocate beams
in a sub-second timescale to follow transient targets, such
as meteors, or space debris.



Figure 2. Conceptual diagram of a 1◦ transmit beam in-
tersected by 100 receive beams from a bi-static receive
array to cover common volumes across a wide range of
altitudes. The Earth’s surface is depicted with a green
line.

3. RADIO PROPAGATION

The carrier frequency of E3D is f = 233 MHz. This is
high enough that the magnetic field can be to first order
ignored when estimating the range measurement errors
that are caused by ionospheric radio propagation. How-
ever, the electron density cannot be ignored. Ionospheric
plasma is a dielectric medium, with a dielectric constant
[Bud88]

ε =

(
1− ω2

p

ω2

)
ε0. (1)

The refractive index for a radio wave propagating in
plasma is:

n =

√
1− f2p

f2
(2)

where fp ≈ 8.98
√
Ne and f is the radio wave frequency

and Ne is electron density (m−3). The group velocity of
a radio wave in this case is

vg = c

√
1− f2p

f2
. (3)

Both of these assume no collisions or magnetic field. The
approximations are valid for sufficiently high radio wave
frequencies f � fp. In the ionosphere, a typical maxi-
mum value for fp is 10 MHz.

The two main radio propagation effects that are important
to take into account when measuring accurate distance
are: 1) ray-bending, and 2) ionospheric group delay. We
have taken into account both of these effects in our mod-
eling.

To investigate the effects of ionospheric dispersive ra-
dio wave propagation, we have implemented a ray-tracer.

Figure 3. Ionospheric propagation delays at two repre-
sentative times of year: 1) summer solstice, when elec-
tron density is at highest, and 2) winter solstice, when
ionospheric electron densities are at minimum. The ver-
tical pointing and lowest elevation that E3D is capable
of are shown. The calculation takes into account iono-
spheric group delay, and ray-bending effects. The delay
is excess delay to target compared to a ray propagating
in vacuum.

This ray-tracer uses the IRI-model [BR08] to model the
ionospheric electron density at any given geographic co-
ordinate. The model includes both the effects of radio
wave group velocity in the ionospheric plasma, and the
ray-bending that occurs due to gradients in electron den-
sity.

Ray-bending in a medium with variable electron density
can be to first order estimated using Snell’s law instanta-
neously at any given point in space:

sin θ1
sin θ2

=
n2
n1
, (4)

where θ1 is the angle of the radio wave k-vector going
through an interface, and θ2 is the angle of the radio wave
going out of the interface. The normal vector of the “in-
terface” in this case is the gradient of the electron density
∇Ne. For each step of the iteration, the k-vector is mod-
ified due to ray-bending using:

ki+1 =

(
n1
n2

)
ki +

(
n1
n2

cos θ1 − cos θ2

)
∇Ne (5)

Here n1 and n2 is the refractive index of the medium at
on the two sides of the boundary.

The ray-tracer numerically evaluates the propagation of
the radio wave using the following Riemann sum approx-
imation:

pN =

N−1∑
m=0

km
‖km‖

τvm (6)

to obtain the location pm at time mτ . Here vm is in-situ
group velocity of the wave packet. The time step τ is



Figure 4. IRI model based electron density profile at sum-
mer solstice during noon and midnight.

chosen to be small enough that the solution converges.
As we use the group velocity of the radio wave, the ray-
tracer also models the total group delay, in addition to
ray-bending.

3.1. Simulations

The ionospheric electron density is known to vary con-
siderably throughout the year. During the winter, the
high-latitude hemisphere is mostly not sunlit, causing the
photoionization to be non-existent or reduced, due to low
solar elevation angle. Due to this factor, the electron den-
sities are low during the winter, and lowest during win-
ter midnight. Conversely, during the summer, the high
latitude hemisphere is constantly sunlit and the electron
densities are higher.

For our simulations, we have selected midnight winter
solstice and noon summer solstice as two extreme iono-
spheric conditions. During the winter, one expects the
ionospheric propagation effects to be smallest, and dur-
ing the summer the effects are maximized. The IRI model
base ionospheric electron density profile above Skibotn
is shown in Figure 4 for summer solstice noon and mid-
night.

The angle at which the radio wave is launched effects
the distance that the radio wave propagates through the
ionosphere. At lowest elevation angles, ionospheric radio
propagation effects are largest, maximizing ray-bending
and refractive delays. At zenith launch angle, the gra-
dients are the smallest. But even in this case, there are
horizontal gradients, which are mostly due to variable so-
lar zenith angle as a function of latitude and longitude.
These gradients are largest during sunrise and sunset pe-
riods. These gradients are represented by the ionospheric
model.

Figure 3 shows excess delay to the signal due to iono-

spheric group velocity and ray-bending at four represen-
tative cases: 1) summer solstice, zenith pointing direc-
tion, 2) summer solstice low elevation, 3) winter sol-
stice zenith pointing, and 4) winter solstice low elevation
pointing direction. The delay is one-way. In the case
of radar measurements, this needs to be doubled, as the
radio wave must also propagate back through the same
ionosphere. In all cases, the ionospheric one-way delay
is less then 5 µs. This will result in a total additional
round-trip range of 1.5 km! If not corrected for, this de-
lay will already cause an unacceptably large error in a
range measurement.

Our simulations do not take into account auroral precip-
itation, which can cause very large horizontal and verti-
cal gradients in electron densities. Such conditions are
often observed at high latitudes. It is probable that dur-
ing auroral conditions, it will be more difficult to correct
for ionospheric radio propagation effects. However, the
radar measurements can be used as a diagnostic to iden-
tify the presence of more problematic radio propagation
conditions.

3.2. Ionospheric error model

Based on ray-tracing simulations, it is imperative that
ionospheric radio propagation modeling is used to cor-
rect space object observations. This can potentially be
done, because E3D is an ionospheric radar that will be
able to measure high quality ionospheric electron den-
sity profiles using a technique called incoherent scatter
radar [Eva69]. Measurements of ionospheric electron
density will still have errors [Val88], and these errors also
will propagate into into the ionospheric corrections. We
will call this post ionospheric correction error the “iono-
spheric propagation error”.

To determine, to first order, what the magnitude of er-
rors are after ionospheric propagation corrections have
been applied, we have first modeled radio propagation us-
ing ray-tracing with a perfectly known ionosphere. This
serves as the ground truth. We have then simulated a
E3D electron density profile measurements, with simu-
lated measurement errors. The same ray-tracing is then
performed on the ionospheric measurement that contains
errors. Due to the errors, the ray-tracing result differs
from the ground truth, and any residual error can be as-
sumed to be due to measurement errors in the electron
density. The residual round-trip propagation delay error
in this case is approximately τres ≈ 2|(p′ − p) · k0|/c,
where τres is error in round-trip delay, p′ is the true loca-
tion of the target, p is the position of the target obtained
using a radar measurement based electron density. Here
k0 is a unit vector indicating the propagation direction
of the ray near the target. This is conceptually shown in
Figure 5.

The post radio propagation correction errors are studied
using Monte-Carlo sampling. We perform multiple ra-
dio propagation corrections with different random elec-
tron density errors. The mean value of the error is then
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Figure 5. Determination of residual radio propagation
errors. The difference between true propagation delay
and the estimated propagation delay is calculated by es-
timating the residual distance e needed to meet the target.

Figure 6. Worst-case residual errors due to ionospheric
radio propagation, after applying corrections based on
measured electron density.

calculated as a function of altitude. The results for the
worst case scenario, summer solstice noon at low eleva-
tion pointing, are shown in Figure 6. In this case, the
residual delay error due to ionospheric propagation is 0.2
µs at 2000 km. The main source of error above this al-
titude is due ray-bending. Any residual error in deter-
mining the amount of ray-bending increases the delay
errors linearly as a function of range after the ray has
passed the ionosphere. For further evaluations of orbital
elements determination, we have chosen the worst case
ionospheric errors. Based on Figure 6, we can model this
with

e = 0.1(A/1000) µs, (7)

where e is delay error standard deviation in microsec-
onds, and A is altitude in km.

4. RADAR PERFORMANCE MODEL

In order to study the performance of E3D for tracking
orbital debris, we have created a software tool, which al-
lows evaluating the performance of arbitrary multi-static
radar configurations. The tool has the following features:

1. minimum detectable object size in the field of view
of the radar network,

2. statistics of object measurement revisit rates, obser-
vation arcs, and orbital elements determination er-
ror; and

3. simulation of object detections in a beam-park ob-
servation.

The first functionality can be used to determine what frac-
tion of all objects can be observed with a radar. The
second feature determines how well a multi-static radar
can determine orbital elements using all possible mea-
surements of an object over some period of time. The
beam-park simulation provides an estimate of the radar
sensor response to unknown objects that are detected by
a chance encounter. This allows us to estimate the rate of
discovery of objects when the radar is operated in iono-
spheric research mode.

As a model of the population of objects in orbit, we
use a catalog of objects specified with Keplerian orbits
and diameter. We have used the MASTER 2009 model
[FGW+09] as a model of objects in space. The popu-
lation model is used to estimate what fraction of objects
can be detected, and how well typical orbits of targets can
be estimated.

The tool specifies a radar with the following parameters:
transmit antenna gain GTX, receive antenna gain GRX,
transmit peak power PTX, transmit pulse length, inter-
pulse period length, coherent integration time τint, sys-
tem noise T , coordinates of transmit and receive anten-
nas, and an elevation threshold. We assume that iono-
spheric radio propagation corrections can be made, as de-
scribed in the previous section, and we use the range es-
timation errors after radio propagation corrections have
been applied.

4.1. Radar observing mode

The radar transmit parameters used for these simulations
assume a transmit pulse length of 2 ms, an inter-pulse pe-
riod of 20 ms, coherent integration of 10 pulses, which
results in 0.02 s of coherent integration. We assume a
pseudorandom phase coded transmit pulse with a band-
width of 1 MHz. This type of a radar mode is close to
an optimal for observations of space objects, and is sim-
ilar to the LEO mode that is used with existing EISCAT
radars for observations of space objects. This mode is
also fairly similar to a standard ionospheric survey mode,
which E3D will use for its primary science mission.

4.2. Energy to noise

The Generalized Matched Function (GMF) has been
shown to be a maximum likelihood estimate for tar-
get radial trajectory (range, range-rate, acceleration)
[MLHV02]. The algorithm in use at EISCAT uses a vari-
ant called Fast Matched Function (FMF), which comes



close to the performance of GMF. The detection proba-
bility of an object depends on the ratio of time integrated
power (energy) and noise. Typically, an ENR > 25 has
been used as a detection threshold, but it is possible that
with more sophisticated methods, this could be improved
[Vie12].

Energy to noise ratio (ENR) is defined as:

ENR =
PtxGtxGrxλ

2στint
(4π)3R4kT

(8)

Here Ptx is transmit power, G is antenna gain, λ is wave-
length, σ is radar cross-section τint is coherent integration
time, R is range, k is the Boltzmann constant, and T is
receiver noise temperature.

When determining if a target can be observed, we evalu-
ate ENR for a target. Following [MLHV02], we assume
that targets are perfectly conducting spheres when calcu-
lating radar cross-section. The scattering is assumed to
be Rayleigh scattering when the diameter is smaller than
the wavelength, and optical scattering when the object is
wavelength is wavelength scale or larger. The radar cross-
section equation is defined as:

σ =

{
9π5

4λ4 d
6, when d < λ/(π

√
3),

1
4πd

2 when d > λ/(π
√

3),
(9)

where d is the diameter of the object.

4.3. Antenna model

For the antenna, we assume a fully filled planar array with
zenith on-axis. The antenna gain pattern is approximated
using the Airy function. We include a full beam pattern
in order to also account for cases where the target passes
through the sidelobes of the antenna beam, which also
often results in a detection of a target – this is especially
important when modeling beam park observations or de-
tections of new objects by chance encounter. We also take
into account the broadening of the beam when the planar
phased array antenna is pointed off axis.

4.4. Range and Doppler error model

In this study, we have considered only range and range-
rate errors. We have not included a treatment for higher
order radial trajectory parameters, such as acceleration.
We assume that the radiated waveform is a random binary
phase coded pulse with length τp and transmit bandwidth
BTX . Commonly used baud lengths for ionospheric re-
search are in the range 1 µs to 2 ms, which result in band-
widths of 500 Hz to 1 MHz. E3D can utilize up to 5 MHz
of transmit bandwidth.

The measurement equation for a sampled point-target
echo is approximated as:

mt = exp(iωτst)envt−R + ξt = f(ω,R, t) + ξt, (10)

where mt ∈ C is the measured signal, ω is the Doppler
shift (rad/s), envt is the transmitted waveform, τs is the
sample duration, R is range in two-way light travel time
in samples. The error ξt ∼ N (0,SNR−1) is assumed to
be proper complex normal random noise, with the signal-
to-noise ratio SNR determined by the radar equation.

The measurement equation is discretized to a sufficient
resolution. The transmit envelope is filtered using a Ham-
ming window to present bandwidth BTX. The non-linear
function is linearized by numerical differentiation, so that
the measurement equation is in the following form:

m = Jx+ f(x0) + ξ, (11)

here x = [R,ω]T is a vector containing the unknown
values for range and Doppler, and J is a Jacobian con-
taining the partial derivatives of the theory Jij = ∂fi

∂xj
.

The error vector ξ is distributed as N (0,Σ), where Σ =
diag(SNR−1 · · · SNR−1) and SNR is the signal to noise
ratio of the target at simulation bandwidth.

The linearized error covariance is obtained with:

Σp = (JHΣ−1J)−1. (12)

We also only used the diagonal of the covariance matrix
in our error model, diag(Σp) = [σ2

R, σ
2
ω], ignoring the

correlation between the two unknown parameters, which
is assumed to be low.

The modeled range and range-rate errors that are used as
input for orbit determination error calculations also in-
clude ionospheric propagation errors, which we assume
to be additive:

Σe =

[
σ2
R + σ2

I 0
0 σ2

ω

]
, (13)

here σ2
I is the variance of ionospheric errors (Section 3.2).

4.5. Interferometric angle of arrival

The E3D radar is an all-digital phased array. This allows
dividing the antenna on receive e.g., into four quadrants,
to simulate a mono-pulse feed. We will use this as a base-
line interferometer for estimating angle of arrival errors.
This configuration is shown in Figure 7. In practice, more
robust interferometry will be achieved by dividing the an-
tenna into a larger number of subsections when determin-
ing angle of arrival.

Errors are again estimated using linearized error treat-
ment. We assume that each antenna of the interferometer
measures an angle of arrival dependent phase. Around
the true peak value, we can assume linear behaviour:

z0z1z2
z3

 =


∂eiφ0(α,β)

∂α
∂eiφ0(α,β)

∂β
∂eiφ1(α,β)

∂α
∂eiφ1(α,β)

∂β
∂eiφ2(α,β)

∂α
∂eiφ2(α,β)

∂β
∂eiφ3(α,β)

∂α
∂eiφ3(α,β)

∂β


[
α
β

]
+ f(α̂, β̂) + ξ

= Jx+ f(α̂, β̂) + ξ
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Figure 7. Example interferometer that implements a sim-
ple four quadrant mono-pulse feed.

Here φi(α, β) is a function that translates antenna posi-
tion to phase of the arriving signal and α̂ and β̂ are true
angles of arrival. The obtain linearized error covariance
for parameters α and β for different signal-to-noise ra-
tios (Σ = diag(ENR−1, · · · ,ENR−1)), we evaluate the
linearized a posteriori covariance matrix:

Σp = (JHΣ−1J)−1. (14)

Linearized error for angle of arrival standard deviation as
a function of post coherent integration ENR is shown in
Figure 8 for the interferometer shown in Figure 7. The
figure only shows the value of one angle, because both
angles have approximately the same error standard devi-
ation.

4.6. Orbit determination error

Space debris objects are assumed to be in idealized Kep-
lerian orbits, which are specified using six parameters:
x = [e, a, i,Ω, ω,M0]T , where e is eccentricity, a is
semimajor axis, i is inclination, Ω is longitude of the as-
cending node, ω is argument of periapsis, and M0 is the
true anomaly. Orbital elements are also associated with
an epoch, which fixes the position of the object at time t0.

To estimate orbit determination errors for a set of mea-
sured parameters, we also have also used linearized error
estimates. The non-linear Keplerian orbit model provides
a relationship between the radar measurements of range
mR,t and Doppler shift mν,t and the six elements x.

mR,t = fR(x, t) + ξR,t
mν,t = fν(x, t) + ξν,t

(15)

Figure 8. Sweep of linearized angle of arrival error as a
function of ENR (post coherent integration) when divid-
ing antenna into four quadrants.

The above equations are linearized and expressed in
stacked matrix form (containing both range and Doppler
observations):

m = Jx+ f(x̂) + ξ, (16)

here x̂ are the true orbital elements, ξ contains range and
Doppler measurement errors, and J is the Jacobian. The
covariance matrix for the six Keplerian elements is then:

Σp = (JTΣ−1J)−1. (17)

Here Σ is a diagonal error covariance matrix containing
range and Doppler measurement errors (equation 13).

5. RESULTS

Minimum detectable target sizes at various altitudes in
the geographic area around the radar is are shown in Fig-
ure 11. This plot only assumes stage 1 build-up with three
receiver stations and one transmit site. Target is assumed
to be detectable with an SNR of 10. At lower altitudes,
the elevation cutoff limits the observation volume. Also,
at lower elevation, the increased range and reduction in
antenna gain lower the sensitivity.

Figure 10 shows noise equivalent object diameters at op-
timum detection geometry vertically above the Skibotn,
with transmit and receive occurring there. The detection
sensitivity is compared with several other radars: EIS-
CAT UHF and the Arecibo 430 MHz radar. We also as-
sume a hypothetical smaller tracking radar (TRA) with
transmit power of 300 kW, a gain of 31 dB, and a wave-
length of 20 cm. We assume the same coherent integra-
tion length for all radars. The sensitivity of E3D is not
as good as the sensitivity of EISCAT UHF, mainly due to
the significantly lower operating frequency.



Figure 9. E3D field of view with respect to the orbital
debris complex. Objects detectable with E3D are colored
with orange. E3D is mainly sensitive to objects in low-
Earth orbit that have a high enough inclination. How-
ever, high inclination orbits are the most common orbits
for LEO debris, and have a high revisit rate at polar lat-
itudes. The field of view of the E3D radar is shown with
green lines.

Figure 10. Receiver noise equivalenth diameter as a
function of range for E3D. For comparison, the EISCAT
UHF, the Arecibo 430 MHz radar, and a smaller L-band
tracking radar (TRA) performance is shown. For each
radar, we assume the same coherent integration length.

Figure 11. Minimum detectable target diameter at 300,
900, 1500 and 2000 km altitudes using projected E3D
radar parameters. Target is considered detectable with
an SNR of 10.



5.1. Detectable objects

To determine what objects E3D can observe, we went
through the whole MASTER 2009 catalog of objects
larger than 1 cm and evaluated positions of each object
over 24 hours. We then selected the most favorable ob-
serving conditions for each objects and determined ENR.
All objects with ENR > 1 where selected. We also deter-
mined if this detection was observable with at least three
receiver stations. An overview rendering of the MAS-
TER catalog objects is shown in Figure 9. In this figure,
the E3D field of view is shown using green lines. Each
object detectable with E3D is colored with orange, and
each object not detectable with E3D is colored with grey.

Histograms of all objects vs. all detectable objects is
shown in Figure 12. Histograms with respect to object
diameter, inclination, minimum altitude, and ENR are
shown. The objects below 3 cm start falling below the
detection threshold. Also, objects with inclinations be-
low 60◦ are in general not detectable, due to the high
latitude location of the radar. If an object is detectable,
it is in most cases detectable with at least three receiving
stations. This means that nearly every measurement is a
three-dimensional observation of target position and ve-
locity. Corresponding cumulative sums are shown in Fig-
ure 13. At most around 105 objects can be observed using
E3D, but most likely this number will be lower, as we se-
lected receiver noise equivalent diameter as a threshold.
There will also probably not be enough radar observing
time observe this many objects in a routine manner to
maintain a catalog of orbital elements.

5.2. Chance discovery

In order to estimate how many objects are observed by
chance encounter by E3D, we evaluated a 24 hour beam-
park observation. This will give an indication of how
many untracked objects pass the beam when normal iono-
spheric observations are being performed. For this simu-
lation we used a threshold of ENR = 100 as detection
limit. A beam-park mode is very similar in nature to
an ionospheric measurement that will be performed with
E3D, and thus, new objects will to first order be discov-
ered in a similar manner as a beam-park observation de-
tects objects. If a more sophisticated scanning mode is
implemented, the detection rate will be higher.

Figure 14 shows a comparison of beam-park detections
as a function of target parameters between EISCAT UHF
and E3D. Both radars see about the same number of ob-
jects per day, but E3D is not as sensitive to smaller objects
due to the longer wavelength. The similar rate of objects
is explained because of the wider beam opening angle
of E3D. The total number of objects detected by chance
using E3D system is around 2000, which is a significant
fraction of the total number of objects that the radar could
observe (about 2%).

5.3. Orbital Elements Determination

To simulate the orbital elements determination perfor-
mance, we assume that the target can be picked up and
followed. This is done either by knowing a prior what the
approximate orbit is, or by determining it on first detec-
tion. All possible measurements over the course of a 24
hour period are considered for orbit determination. We
assume that variability in e.g., atmospheric drag does not
significantly effect the orbit over such a short period of
time. Measurements are spaced 24 seconds apart from
one another, to simulate a scenario where routine iono-
spheric observations are not affected by interleaved track-
ing measurements.

The range and range-rate measurements are used for or-
bit determination. Errors are estimated using the lin-
earized error treatment for Keplerian orbits described in
Section 4.6. Measurement errors take into account iono-
spheric errors and SNR based considerations for range.
For range-rate, we just use the SNR based linearized
errors, as we did not model ionospheric errors for the
Doppler shift observable. Once an error covariance for
the Keplerian parameters is formed, we sample the three
dimensional position of the object in along-track, verti-
cal, and horizontal directions by perturbing the Keplerian
parameters with noise that has the error covariance struc-
ture. The samples are then used to calculate error ellipses.

We randomly sampled the MASTER 2009 catalog and
performed an orbital elements error analysis. Figure 15
shows a characteristic plot of a simulated tracking mea-
surement, with corresponding along-track, vertical, and
cross-track errors. Typically, if the object can be mea-
sured at all, the errors in the determined orbital position
are relatively small (< 10 m). LEO objects are typically
well measured, due to high revisit rate. In many cases, it
is also possible to determine orbital elements of Molniya
orbits of larger objects. Smaller objects become more dif-
ficult to measure, because they can only be measured only
overhead, not from horizon-to-horizon, as the received
power falls fast as a function of range (1/R4).

For all the objects we sampled and that could be used
for orbital elements determination, we compiled statis-
tics. Figure 16 shows a histogram of the number of track-
lets that can be obtained per day for the sampled objects.
A tracklet is defined as one horizon-to-horizon overflight
of the object. Figure 17 shows the same as a scatterplot as
a function of minimum altitude, eccentricity, inclination,
and diameter.

CONCLUSIONS

The main conclusion is that E3D can be used for space
object observations. The multi-static geometry is very
powerful for measuring object trajectories, allowing for
an instantaneous three dimensional position and veloc-
ity estimate. The high latitude location offers a high



Figure 12. Histograms of all observable objects in the MASTER model. Low inclination objects cannot be observed due
to high latitude location. Because of the long wavelength, objects below ≈ 3 cm fall below the observing threshold.



Figure 13. Cumulative sum of all observable objects in the MASTER model. Nearly 90000 objects out of 750000 can
potentially be observed.

Figure 14. Beam-park comparison between EISCAT UHF and E3D. E3D is not as sensitive as the 930 MHz EISCAT
UHF system for smaller objects that fall in the Rayleigh scattering regime, but it has a comparable detection rate, due to
the wider beam.



Figure 15. Orbital elements determination for a 13 cm object in polar orbit using all observations that are possible during
a 24 hour time period. Top left: range errors during measurements, Middle left: Range-rate errors during measurements,
Bottom panels: along-track, cross-track, and vertical errors in object position after orbital elements determination. Lo-
cations of the radar receivers and the ground footpoint of the space object during measurements are shown in the map on
the top right.



Figure 16. Number of overflights per day histogram.

Figure 17. Number of overflights per day as a function of
target parameters.

revisit rate for high inclination objects, which is useful
as a large fraction of objects in LEO are in this orbital
regime. While the E3D radar uses a frequency subopti-
mal for smaller objects, it can observe targets down to 3
cm objects in beampark mode, and useful tracking obser-
vations can probably be made with objects down to 5 cm
in diameter.

In order for the radar to be useful for orbital elements
determination, radio propagation effects need to be cor-
rected for. As E3D is an ionospheric radar, the iono-
spheric plasma-parameters, including volumetric elec-
tron density, are always measured. This allows for accu-
rate input to an ionospheric correction algorithm. Further
validation is needed to ensure that ionospheric correc-
tions can be made accurately, and to quantify the adverse
effects of often present ionospheric irregularities for the
accuracy of such corrections.

The strengths of E3D for space debris work include:

• capability to observe orbital elements,

• high latitude location, which provides high revisit
rates for objects,

• fast beam steering capability,

• interferometric angle of arrival measurement,

• multi-static observation geometry,

• ionospheric electron density measurement,

• wide beam opening angle that enables efficient dis-
covery of new objects, and

• a highly versatile high performance computing sig-
nal processing backend.

The drawbacks of E3D for space debris work are: the
low radar frequency that is suboptimal for targets in
the Rayleigh scattering regime. The low frequency also
experiences more ionospheric propagation effects that
degrade measurement quality than more conventional
higher frequency radars.
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