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ABSTRACT

Optimal allocation of sensor resources is addressed in
this paper in the frame of space surveillance applica-
tion. Inspiration is taken from the optimal management
of multi-functional sensors and netted surveillance sen-
sors, for which the Sensor Management problem is often
addressed as a Markov Decision Process. This approach
allows determining the optimal decision at each discrete
time instant by quantifying the expected payoff coming
from the selected action. An action might be the assign-
ment of the i—th surveillance task to the m—th sensor in
the network (‘tasking’), the selection of the i-th task at
the k—th time slot (‘scheduling’), or the activation of a
specific sensor configuration for the completion of the i—
th task (‘resource allocation’). The common objective is
the maximization of the global reward coming from the
selected sequence of actions over a finite or infinite time
horizon. This leads to a sequence of coordinated observa-
tions carried out by the sensor(s), which are determined
statically or dynamically by the Sensor Manager. In this
paper, the allocation of space surveillance resources is
analysed as a management problem for sensor(s) with fi-
nite resources. The proposed allocation is driven by the
operational requirements for space objects cataloguing,
such as the object population coverage and the track accu-
racy. A sequential resource allocation strategy is formu-
lated in order to cope with such inter-dependent, concur-
ring performance metrics. The approach can be also ex-
tended to multiple sensors with different performance or
nature. Promising results are demonstrated over a phased
array radar case study.

Key words: Sensor Management; Task Scheduling;
Space Surveillance; Coordinated Observations; Phased
Array Radar.

1. SENSOR MANAGEMENT

Sensor Management (SM) is the key enabler for coor-
dinated observations of the underlying dynamic system,
which use optimally the available resources. Sensor Man-
agement is defined in [1] as the ‘control of the degrees of
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freedom in an agile sensor system to satisfy operational
constraints and achieve operational objectives’. It is also
stated [1] that ‘7o accomplish this, one typically seeks a
policy for determining the optimal sensor configuration
at each time, within constraints, as a function of infor-
mation available from prior measurements’. Thus, SM
can be generally seen as a decision process, which in-
volves the acquisition of information (e.g., observations)
on a dynamic system and the implementation of actions
(e.g., tasking, scheduling or resource allocation) over a
discrete time sequence. The quality of our knowledge on
the observed system follows from the implemented ac-
tions. The sensor manager needs to adaptively select its
‘response’ to the sensed environment accordingly to a de-
cision policy, which identifies the best action out of a fi-
nite set on the basis of the overall objective. Therefore,
SM can be tackled as a constrained optimisation prob-
lem and a closed-loop, dynamic approach can be adopted,
which exploits system outputs, through a feedback path,
in order to steer the upcoming decisions.

This is typically the case in Tasking for wireless sen-
sor networks [2], since the available resources are scarce
(e.g., battery power or communication bandwidth) and
the ‘best’ sensor to be activated for achieving the overall
objective needs to be online selected. In target tracking
applications, for instance, it is straightforward to relate
such decision to the current knowledge on the observed
dynamic scenario (‘Information-based Sensor Tasking’

[2D.

Conversely, Sensor Scheduling has been often interpreted
as a feed-forward [1, 3] process. A set of tasks to be car-
ried out is received by the scheduler, which attempts at
optimally allocating the activities over time on the basis
of tasks’ temporal constraints and performance metrics.
Sensor tasks are labelled as time-critical (hard-deadline)
or fluid deadline, and a sequence of tasks is sorted out on
the basis of their priority level and sensor efficiency cri-
teria. The selection of the action, i.e., the assignment of
a task to a certain time slot, is thus based on the prior
knowledge of the sensor and the process itself, and it
is not error-based. Conflicts are solved on the basis of
the versatility of the involved tasks. Typical approaches
are described in [4, 5]. The scheduler is thus considered
as a module which turns requests into a timeline without
higher level decision making capability, and no feedback



to the tasking unit.

Finally, Resource Allocation can be also considered as a
constrained optimisation problem in the frame of SM. On
the basis of a performance metric, the future expenditure
of resources is determined for a sensor or multiple sensors
in a step-wise fashion. As the resources are finite (e.g.,
the transmitted power or the availability of the receiver),
a trade-off among all tasks asking for resources needs to
be carried out. As the scenario dynamically evolves over
time, a sequence of requests is formed, to which the sys-
tem attempts at responding with an optimized sequence
of resources allocation [6], or a sequence of waveforms
to be transmitted. This can be also tackled with a closed-
loop decision strategy.

Thus, Sensor Tasking, Scheduling, and Resource Alloca-
tion clearly fall in the domain of SM - eventually over-
lapping. In terms of common solutions, the developed
techniques are numerous. Partially Observed Markov
Decision Processes (POMDP) [7] have gained recently
a key role in many SM applications. Sensor management
is in this case approached as a stochastic control prob-
lem where a multistage objective function is optimised.
Specifically, sequential decisions are made to perform
varied actions which can generate varied observations.
An optimal decision, whose outcome is uncertain, is
sought over the time horizon of future stages, given infor-
mation from previous observations. A POMDP is a type
of stochastic control problem where observations provide
incomplete information on the true state of the underlying
dynamic system, which is modelled as a Markov process.
In this case the relationship between the observed quan-
tities and the underlying state is modelled statistically
as the measurements are acquired. The objective of the
POMDP problem is to determine the policy which max-
imises the total reward. Given a finite state problem with
finite stages it is possible to tackle a POMDP with dy-
namic programming [8]. Dynamic programming is based
on Bellmans Principle of Optimality: given any starting
point on an optimal trajectory, the remainder of the com-
plete optimal trajectory is also optimal for the problem
starting from that point. This principle enables the opti-
misation of the complete problem to be decomposed into
the choice of optimal actions for each stage.

In parallel, several information theoretic measures for
SM have been investigated. They aim at optimising the
information production of the sensor by replacing the op-
timisation objective function with an information theo-
retic measure. Different measures have been proposed for
differing sensor management problems, such as Shannon
entropy [9], the Kullback-Leibler divergence [10] or mea-
sures from the error covariance matrix [11]. Such mea-
sures can be efficiently used also in case of target tracking
applications [12].

Finally, it is worth mentioning the connection between
sensor Data Fusion (DF) and sensor management [4, 13].
An illustrative diagram of the numerous interactions is
reported in Figure 1. It clearly illustrates that the optimi-
sation - carried out by the sensor manager - cannot depart

from the nature of the fused sensor data and the DF ar-
chitecture itself. Specifically, the sensor manager orches-
trates the use of the sensors, the detection and tracking
processes (contained in Level 0 and Level 1 blocks), and
the detection of inter-relations or anomalies in Level 2/3
steps (e.g., detection of fragmentation or collision). Such
SM functionalities might be distributed among the sens-
ing/processing nodes or centralised, or combined in a hy-
brid way, accordingly to or complementing the strategy
conceived for data fusion.

1.1. Management of Radar Resources

The modern multifunction radar [14] has the capability
to execute numerous tasks which support differing radar
functions. This is made possible by using electronically
steered phased arrays, which have an agile beam that can
be scanned electronically almost instantaneously. Addi-
tionally, a variety of control parameters can be selected,
precisely matched to the specific function performed.
However, multifunction operation requires the finite radar
resource to be effectively distributed between the differ-
ing and potentially conflicting tasks.

Volume search is a critical radar function that aims at dis-
covering previously undetected targets in some field of
regard for subsequent tracking. The allocation of radiated
energy in the field of regard can be optimized by control-
ling the transmitted waveform, the dwell length and the
revisit interval time in each sector or beam position. Ad-
ditionally, active tracking tasks can be requested in order
to get accurate observations of a specific object of inter-
est. Tracking tasks need to be interleaved to the search
task, and the time and hence power available to support
the radar tasks is limited.

In this work a fixed, rectangular-shaped field-of-regard
is assumed for radar observations, which is decomposed
into the search of M N sectors, where each sector is re-
ferred to as task and where M and NN are the number of
sector rows and columns respectively. Within each sec-
tor the resources are equally distributed among the visited
beam positions, which are referred to as jobs. To optimize
the volume search we attempt at optimally allocating the
available resources among the sectors. To this aim we
need a metric that adequately quantifies the performance
of the function. If the search function is composed of in-
dependent tasks, then the optimisation of the resource al-
location for the function can be greatly simplified. How-
ever, not all metrics can be decomposed into independent
tasks, which complicate the allocation of resource. An
example of a particularly useful search metric that cannot
be decomposed at task level is the cumulative detection
probability [15], as its calculation depends on the control
variables in all the sectors through which a target passes.
If the search function is required to achieve a specified
cumulative detection performance for each object of in-
terest, dependence between the ‘resource need’ of tasks
concurring to this same goal is introduced. This implies
that the selection of control parameters for a single task
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Figure 1. Block Diagram reporting the interconnection between a Data Fusion architecture and the Sensor Manager.
Data Fusion functionalities are split in accordance to JDL Data Fusion Model [13]

should dynamically take into account the current state of
the other tasks, or exploit statically a model of the inter-
dependence of the tasks. The problem of interdependent
metrics is discussed in [16].

In the SM domain, radar use optimisation was first pre-
sented in [17], where linear programming was used to de-
termine sensor to track assignments in a sensor network.
A cost function that combined both target priorities and
track accuracy was suggested to this aim. Generally, the
radar resource management problem can be thought of as
a branch of sensor management, specifically addressing
how the sensors finite resource should be allocated be-
tween the numerous tasks which support the varied func-
tions. The constrained optimisation problem searches for
the selection of operational parameters for the tasks, such
that the combined sensor loading of all tasks does not
exceed the capability of the sensor. Existing approaches
to the problem loosely fit into two categories, rule based
methods [18, 19] or optimisation methods [20, 3]. Gen-
erally, rule based methods generate sub-optimal solutions
but benefit from light computational demand, whereas
optimisation methods can generate optimal solutions but
are hindered by excessive computation. Hence, it is de-
sired to mix the desirable characteristics of both methods
to produce computationally light algorithms capable of
producing quality solutions.

More recently, radar resource management has been ad-
dressed through the use of agent systems [21]. Agent sys-
tems are self-organising computational societies where
the synergy of local interaction between agents produces
emergent, global desirable behaviour. By mimicking
human interaction mechanisms, agent systems can pro-
vide rapid and intelligent adaptation in uncertain and dy-
namic environments. The automation of human inter-
action mechanisms in agents systems, such as auctions,
can replicate the desirable ability to produce quality be-
haviour in dynamic and uncertain environments. Specif-
ically, the continuous double auction [21] has evolved
over centuries in financial institutions and stock ex-
changes as a scalable, trusted mechanism for rapidly al-
locating large resource volumes. Its application to radar
resources management through the ‘Continuous Double
Auction Parameter Selection (CDAPS)’ algorithm is de-
scribed in [21].

1.2. Management of Space Surveillance Sensors

‘We adopt the definition reported in [23], which states that
a tasker typically generates a list of objects and priori-
tizes that list for sensors. (...) a scheduler takes that end
list of objects and decides when to observe them, given
factors such as individual sensor capability and optimal-
ity. These two functionalities are clearly in line with the
SM branches described in the previous section.

The use of information theoretic measures for Space
Surveillance SM is discussed [23] for a centralised tasker.
In case of a centralised architecture the sensor scheduler
has no information on the overall performance, while the
central tasker receives limited information on the sensor.
This means that the selection of low-level jobs is carried
out at sensor level by the scheduler, by taking into ac-
count sensor-specific parameters such as the target prob-
ability of detection. Conversely, the output of the data
fusion process (i.e., the catalog entries) are available at
central level, hence tasking can exploit global informa-
tion measures such as the track covariance matrix.

The use of the track covariance matrix for dynamic sensor
tasking — specifically the trace of the matrix —is discussed
in [24, 25]. The gain coming from an observation is re-
lated to the reduction in the 3D position error variance
or to the reduction of the largest axes of the position er-
ror. In [26] a synergistic and cooperative cueing for sys-
tems such as Space Based Space Surveillance (SBSS) and
Space Surveillance Telescope (SST) is auspicated. Op-
tical sensors with dynamic behaviours are presented in
[27], while a closed-loop approach for sensor tasking is
presented in [28].

In [29] the effects of the uncertainty estimation on dy-
namic tasking are discussed. Several techniques for track
propagation are nowadays available, and the theoretic ac-
curacy bounds in absence of measurements or the im-
provement coming from a new observation are derived
through Bayesian filtering theory [30]. Another interest-
ing approach in efficiently tasking various devices (radar
and optical) is discussed in [31]. The suggested approach
relies on agents (e.g. satellites), which engage in a com-
petition for resources (e.g. radar tracking) through a bid-
ding process. A decision-making process attempts to find
the best combination of ‘bids’, resulting in the ‘best’ al-



location of resources. This also allows for the different
needs to be taken into account, such as tracking an agent
that maneuvers frequently or an agent only used for radar
calibration.

As centralised scheduling/tasking is concerned, a de-
scription of the difficulties for automatic optimized
scheduling for the Space Surveillance Network is re-
ported in [32]. A family of interrelated schedulers is pro-
posed as solution to this constrained management prob-
lem. The unavailability of the assets - shared with other
missions - and high-priority tasks are also considered by
the proposed algorithm.

Since multi-function phased array radars are used or de-
signed within the scope of space surveillance systems
[33, 34, 35], the radar resource allocation issue — dis-
cussed in the previous paragraph — interacts with the
above described sensor tasking and scheduling steps. A
Space Surveillance SM strategy should address the three
aspects in order to reach the global optimum. A first
step is reported in [16], where radar-based observations
of Low Earth Orbit (LEO) objects are addressed. We
demonstrated in [16] that the scanning strategy of a single
agile-beam radar can be optimised to search for space de-
bris, while leaving resources for Active Tracking tasks.
Specifically, the search function is considered and the
performance is defined in terms of the cumulative proba-
bility of detection for the LEO objects. However, the cal-
culation of this probability depends on the control vari-
ables in all the sectors through which the target passes, for
all of the sensors in the network. As the cumulative de-
tection probability cannot be decomposed into indepen-
dent tasks, the allocation of resources becomes particu-
larly complicated. This is exacerbated in a sensor net-
work, due to the dependence between the resource need
of tasks/sensors concurring to the same goal. This implies
that the selection of control parameters for the sensors
should dynamically take into account the current state of
the other tasks or sensors, or exploit statically a model
of tasks inter-dependence. The method proposed in [16]
relies on the fact that although the optimisation cannot
be decomposed into tasks, it can be decomposed into
resource allocation stages. Consequently, an optimisa-
tion procedure based on a Markov Decision Process can
be developed and applied to the sensor network which
searches for space debris. This concept can be used to
optimise the joint scanning strategies of a multiple-sensor
network. By optimising the sensor-network objective, in-
stead of optimising each sensor separately, redundancy
in the sensor resource allocation can be reduced and the
overall performance significantly improved.

2. CASE STUDY DESCRIPTION

We consider radar-only observations of space objects in
LEO regimes, which are described in [36, 34]. The key
parameters for the considered phased array radars are
listed in [34, 35]. We first analysise a single sensor (in
a mid-latitude location) illuminating a volume of 30° in

Figure 2. Sketch of sample areas in the sky illuminated
by two co-located radar systems. Partial overlap of the
two field-of regard is experienced.

azimuth by 20° in elevation at an elevation of 30° over the
horizon. Then we add a second sensor observing a vol-
ume of 20° in azimuth by 30° in elevation at a higher el-
evation of 50°, and we scale down accordingly the trans-
mitted power of the sensor pair. A sketch of the illumi-
nated area in the sky is reported in Figure 3.

Each field-of-regard is split into M x N sectors, giving
the global set S of sectors:

S“’:{sm,n\mENM7n€NN};w:172 (1)

where Ng indicates the positive integers limited to ().
Search sectors are identified as the vertices of a triangular
lattice filling the field-of-regard. Each sector corresponds
to NV, adjacent beam directions that are equally spaced in
antenna coordinates, i.e. u-v space [14]. For each sector
different radar control parameters can be selected.

Thus, the objective is to select control parameters X for
the combined surveillance function that optimize the re-
ward function for an object, subject to a resource con-
straint. The dwell time, 7., and revisit interval time, ¢,.,
are the control parameters for each radar. Therefore the
control parameter sets are:

X ={X" X} XV ={a,s€ S w=1,2 (2
Ts = {traTc} (3)

A static selection of these parameters is sought in the fol-
lowing, which maximizes the global payoff function.

The control parameters which are selected, must not ex-
ceed the resource constraint for the surveillance function.
The following resource constraint ensures the radar tem-
poral budget is not exceeded for any of the controlled sen-
sors:

R(X,) = Z r(z) <rm (€))

zeEXW

(@) = (%) )

where r,,, is the maximum allowable resource utilization
for the search function (0 < r,,, < 1).



2.1. Reward Function

The Reward function v(X') can be set on the basis of the
operational requirements. If multiple requirements are
encountered, a weighted linear combination of multiple
metrics can be formulated.

0O = o(Xo, ... X;) =Y ok - mi(Xo, .., X;)  (6)
k

mo(X) = p(X); mi(X) = RN ¢ )

where X; is the control parameter set at step j, o is a
weight coefficient between 0 and 1, p(X) is the cumula-
tive probability of detection, and & is the maximum trace
of the track covariance matrix over the population of tar-
gets. We adopt in the following, for the sake of simplicity,
the expected cumulative probability of detection, which is
a good example of inter-dependent metric. The cumula-
tive probability of detection for a constant-altitude trajec-
tory is calculated in [16], and it refers to the probability
of at least three detections during each pass of the object
through the combined surveilled area, with the constraint
that they originate from different sectors. This is desir-
able, as a more accurate estimate of an object’s orbital pa-
rameters are achieved with well separated measurements.

2.2. Population Model

The sectors which contribute to the cumulative detection
probability depends on the orbital parameters, and the
origin point e of the orbit into the field-of-regard. This is
illustrated in Fig. 3, which shows an example object tra-
jectory passing through a specific subset of the beam po-
sitions in the field-of-regard. The inter-dependence arises
as all the emboldened sectors contribute to the cumulative
detection probability p, for this specific trajectory under
analysis.

Denote 1) as the trajectory inclination (with respect to ge-
ographical north), h as the object height, ¢ as the object
diameter and e as an entry point in the field-of-regard.
Then, denote T as the 4-tuple of object parameters, i.e.
T = (¢, h,d,e). Probability density functions can be
introduced in order to describe the expected object 4-
tuple. We resort to public information [36, 37, 38] in or-
der to form likely PDFs, as the ones illustrated in Figure
4. These probability density functions are potentially im-
precise, especially as the joint distributions are not con-
sidered. However, this is believed to be more precise than
assuming a uniform distribution for the target parameters.

The origin of a target trajectory with respect to the radar
field-of-regard varies over time, as a function of the or-
bital parameters and the radar location. We assume that
over a long observation time all entry points e can be vis-
ited by the object of interest. Therefore, equally likely
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Figure 3. Sample layout of projected sectors in the radar
field-of regard, which are intercepted by a sample target
trajectory.
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Figure 4. Sample mono/multi-modal distribution func-
tions for target parameters (diameter §, inclination
v, altitude h), obtained as superposition of Gaussian-
distributed and exponentially-distributed terms. Range
of values: [0pm,0n) = [0.01,25]m, [Am, hry] =
[200, 2000]km, [tpm, ¥ar] = [0, 180]°.



entry points are modelled as being equispaced on a circle
that is centred on the centre of the field-of-regard. The
radius of this circle is taken as twice the dimension of the
field-of-regard. Each entry point is described by the angle
made between the entry point and the centre of the field
of regard, and so the density function pg(e) is uniform
over the domain 0 < e < 27.

These probability density functions can be used to calcu-
late the expected cumulative probability of detecting an
object accordingly:

A(X) = /ﬂ P (T)p(X, 1) ®)

where py (1) = pa(¢¥) - pr(h) - pa(0) - pr(e), L is the
domain {0 < ¢ < 180°,200 < h < 2000km,0.01 <
0 < 25m,0 < e < 27} and dY is a four dimensional
volume differential. The expected cumulative probability
of detecting an object can be calculated numerically.

2.3. Resource Optimisation

The resource optimisation produces control parameter
selections for the surveillance function over a range of
resource utilizations. The objective of the optimisa-
tion is to produce a set of optimized parameters selec-
tions for each stage of resource allocation, i.e. X* =
{X§,X7,..., X5} where J is the total number of re-
source allocation stages.The implementation of the algo-
rithm is described in [16], and can be summarized as fol-
lows:

Step 1. Initialize X, as the lowest resource parameter
selection, i.e. the minimum possible dwell length
and a high revisit interval time.

Step 2. Generate the possible states for stage j + 1
based on X;. The possible states are those with an
increase in the dwell length or a decrease in the re-
visit interval time, for each of the sectors.

Step 3. Evaluate the states for allocation stage j + 1 us-
ing Eq. (9).

Step 4. Transition to the state with the highest evalua-
tion if R(X;41) < 7, otherwise end.

Step 5. Go to step 2.

The problem is tackled here by defining sequential stages
of increasing resource allocation to each sector. This
is allowed, since we demonstrate in [16] that the prob-
lem can be decomposed into resource allocation stages,
which allows resorting to dynamic programming. How-
ever, the number of possible states in allocation stage
j, being all possible permutations of allocating j incre-
ments of resource, rapidly explodes. This renders a dy-
namic programming solution intractable. Consequently,
a greedy method is applied that maximizes the ratio of
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Figure 5. Allocation of single radar resource in elevation
for the optimized allocation based on trajectories dis-
tributed over diameter 6, inclination 1, altitude h. Colour
code from blue to red encode the increasing amount of
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the increment in the expected reward and the increment
in resource at the allocation stage:

vj+1(Xj1)
Av(X.) = J+ J ©)
(X5) R(X;41) — R(X;)
where 4 4
Vj41(Xjp1) = 00D — o (09) (10)

The resource allocation method operates by increasing
the resource allocated to just one of sectors at each re-
source allocation stage. This increase in resource is repre-
sentative of a increase in the dwell length 7. or a decrease
in the revisit interval time ¢,. for the sector. A greedy pol-
icy is applied to determine the recipient of the resource
increment for each stage. This greedy policy selects the
sector that has the highest ratio between the expected cu-
mulative detection probability and the respective incre-
ment in resource.

2.4. Numerical Results

The comparison with a non-optimized (uniform) resource
allocation is reported in [16]. The advantage for a given
resource expenditure is significant. Figures 5 and 6 show
the optimized allocation of resources as a function of the
elevation angle. It is clear that some sectors should be
favoured in case of a single sensor (Figure 5); hence a
uniform allocation, given a finite quota of available re-
sources, is far from optimal in the case of a single radar.
In case of two collaborative low-power radars pointing at
different elevations, the situation changes: the resources
are more uniformly allocated for the low-elevation point-
ing radar and slightly moved towards higher elevation an-
gles, which correspond to smaller sensor-to-target ranges.
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The overlapping sectors are covered by the former radar,
and a small expenditure of resources is suggested for the
latter sensor in these sectors. This preliminary analysis
of the problem of coordinated observations shows that
the proposed method allows taking into account multi-
ple sensors with different characteristics and eventually
nature (e.g., radars and telecopes) in the global optimisa-
tion problem.

3. CONCLUSIONS

The allocation of resources for space surveillance has
been discussed in this paper in the frame of Sensor Man-
agement doctrine. A greedy method for sequential allo-
cation of sensor resources has been introduced, which at-
tempts at maximizing an objective function that includes
multiple, non-independent performance metrics. Prelim-
inary results on a phased array radar case study demon-
strate that the proposed strategy is able to take into ac-
count the resource needs from multiple, heterogeneous
multifunction sensors.
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