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ABSTRACT 

The extraction of faint space objects with unknown 
orbits from digital imagery is considered to be a 
problem. An image is recorded using a wide-field of 
view (FOV) electro-optics sensor operating in stars-
tracking mode. To solve this problem an approach based 
on the detection of fragments of tracks with further 
grouping is considered. At the same time the problem of 
stars detection is solved. Both fragments of tracks and 
stars are detected within a sliding spatial window with 
the classification of ³VWDU / fragment of WUDFN´. Signal 
accumulation along a hypothetical track is restricted by 
the spatial window. The total number of extracted track 
fragments to be grouped is much less than the total 
number of hot pixels to be associated into the tracks if 
the traditional approach is used, based on a low signal 
threshold.   

1 INTRODUCTION 

In this paper, the common problem (see, for example, 
[1], [2]) of extracting faint space objects with unknown 
orbits from digital imagery is analyzed. Input images are 
recorded using the CCD matrix of an optical sensor with 
a wide field of view. The sensor is operating in star-
tracking mode. The objects to be detected are moving 
with respect to the stars. Hence, the signal of each star is 
accumulated in one (or a few adjacent) pixels while the 
signal from each moving object is distributed along a 
track of unknown direction, length, position of middle 
point and a manner of brightness variation. The total 
numbers of objects are unknown.  

To solve this problem a traditional approach is generally 
used based on the signal thresholding and the further 
grouping of "hot pixels" into tracks. This approach is 
effective for the detection of bright objects. However, 
the signals of faint objects can be below the threshold 
specif ied for bright objects. Reducing the threshold 
value can cause a considerable increase in the total 
number of false detections. This makes it impossible to 
perform data processing in real time.  

A well-known alternative approach consists of 
implementing an appropriate parametrical model of a 
track which provides a direct solution to the classic 
problem of making a decision about the total number of 
space objects in an image and estimating the parameters 
of the track model for each object. The direct solution of 

this problem for a large image (typically several tens 
megapixels) in real time seems feasible only with the 
use of a powerful supercomputer. 

In this report a compromise approach is considered as 
the detection of short fragments of tracks with further 
grouping. The fragment detection algorithm is based on 
the direct search of local maximums of decision making 
statistics by sliding a window across the image. In each 
point of local maximum, one of the following 
alternatives "nothing apart background" / "star" / 
"fragment of track" is selected with a simultaneous 
estimation of the corresponding unknown parameters: 
mean (across current window) background value, star 
position and brightness, fragment direction, length, 
position of middle point and current brightness. The 
total number of detected fragments turns out to be 
significantly less than the total number of hot pixels 
detected using the traditional approach. This makes the 
further association of detected fragments into tracks 
much simpler in comparison with the classical case. To 
speed up the algorithm all necessary integrals are 
calculated in advance. This makes the algorithm capable 
of operating in real time on a computer with relatively 
modest calculation power. Dimensions of sliding 
window, a step of sliding and the total number of tested 
directions of an objects motion should be selected by 
the user. A similar approach for extracting static point 
objects from digital frames was considered in [3], [4].  

It seems that particular place in integrated image 
processing of the method, which we propose in this 
paper, is the preliminary extraction of tracks of moving 
space objects having unknown orbits and low signal-to-
noise ratio with further final full -scale processing based 
on signal storage along the directions of extracted tracks 
(similar [5]) to achieve a higher quality of track 
extraction and estimation. 

The orbit parameters of detected objects can be 
estimated on the basis of tracks extracted in sequence of 
images by means, for example, of the algorithms 
considered in [6]. 

The algorithm is elaborated for use with the automatic 
optical telescopes of UN ORT (University Network of 
Optical Robotic Telescopes) of MIPT (Moscow 
Institute of Physics and Technology) and JSC "Vimpel".  
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Figure 1. UN ORT optical camera, 15 sf. apperture, 
���[���)29 ( Kislovodsk, Tiraspol, Blagoveschensk, 

Kitab) 

 

Figure 2. UN ORT telescope, 50 sf DSSHUWXUH�������[�
�����)29��8VVXUL\VN� 

2 MODEL OF SIGNALS 

Dimension of a pixel (along each axis) is considered as 
scale. A hypothetical static point with position � �0 0,u v  

during exposition generates in some pixel ( , )k l  a signal 

� �, 0 0

1 1

,
k l

k l

k l

S A du F u u v v dv
� �

 � �³ ³ ,   (1) 

where A - the signal "amplitude", ( , )F u v  - normalized 

Point Spread Function (PSF), ( , ) 1F u v dudv
�f �f

�f �f

 ³ ³ . It 

is assumed, that PSF is separable (i.e. 
( , ) ( ) ( )u vF u v F u F v ), on each axis, and has an 

effective width comparable to a pixel size. A signal 
generated in some pixel ( , )k l  by an object moving 

during exposition is approximated by the sum of signals 
from bright points with equal amplitude A  distributed 
along the track with some period (comparable with the 
PSF width). A fragment of a track is characterized by 
the position ( , )u v  of its center, directiond , and 

amplitude A  of the bright points. 

Consider a grid of nodal points (see black points in 
Fig.3) having a period 0.5 of pixel size, and a sliding 

window ,k l:  with central pixel � �,k l , composed of 

� � � �2 1 2 1N n n � u �  pixels. Furthermore for the sake 

of simplicit y the idea of the algorithm is explained for 
the case of 3 3u  window ( 1, 9n N  ). The position 
( , )u v  of a star or the center of a track fragment, which 

passes through the central pixel of the window, is 
truncated to the position of the center of pixel � �,k l . It 

is assumed that the track direction d  coincides with one 
of four reference directions (see Fig 1). Under these 
assumptions the signal ,k lS  in pixel � �,k l  from a bright 

point, located at one of nodal points 1-4 (see Fig. 3), can 
be calculated in accordance with (1) as ,k lS A  for 

nodal point 0, , 2k lS A  - for nodal points 1,3, b 

, 4i jS A - for nodal point 4 (see Fig.3). 
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Figure 3. Sliding window 3o3. 

Let B  be a local (averaged across a sliding window

,k l: ) background of observation. If  a star with signal 

amplitude A  is located in the pixel � �,k l , then signals 

in pixels of ,k l:  are characterized by the vector

> @1 ,X B A . The fragment of a track passing across the 

window ,k l:  through the pixel � �,k l  is characterized 

by the vector > @2 , ,X B A D , where A  is the amplitude 

of a signal of the bright points along the track, and D  is 
the track direction. Consider also a vector > @0X B , 



characterizing a background signal in pixels of  ,k l:  in 

the absence of a star or a track.   

Provided that not more than one object (star or track) 
can be observed in the window ,k l:  the following 

hypotheses iH , 0,1,2i   are tested on the bases of 

signals in a pixels ,k l:  :  

1H : a star with the state vector 1X  is located in the 

pixel � �,k l  of ,k l: ; 

2H : a track fragment with the state vector 2X  passes 

through the central pixel � �,k l  across ,k l: ; 

0H : an instrumental noise and a background with the 

state vector > @0X B  cause the signals in pixels of  

,k l:  . 

The following model of random signals ,k k l lY c c� � , 

, 1,0, 1k lc c  � �  is accepted in pixels of the window ,k l:

: 

� �, , ,,k k l l k k l l I k k l lY S X I Hc c c c c c� � � � � � � ,   (2) 

where I  is the random number of the hypothesis IH , 

taking a priori the values 0,1,2i   respectively with 

probabilit ies 0 1 2, ,P P P , where � �0 1 2 1P P P� �  , 

� �, ,k k l l iS X ic c� � - is the signal in pixel ( , )k k l lc c� �  for 

the hypothesis iH , described by the vector of 

parameters iX , ,k k l lH c c� � - is the noise of the CCD camera 

with zero mean and known (estimated empirically) local 
variance 2V . Noise signals in dif ferent pixels are 
assumed to be uncorrelated. The value ,k lS V  is taken 

as the signal-to-noise ratio for the pixel � �,k l . The 

experimental distribution (see Figure 4) of the 
instrumental noise of the CCD camera, which was used 
for the algorithm testing, justifies the choice of Gaussian 
model of probabilit y distribution of ,k lH . 

 

Figure 4. Experimental probability distribution of 
instrumental noise value for ProLine PL 11002 (Sensor 

KAI-11002). 

The factors ,k lc c)  and � �,k l dc c< , , 1,0, 1k lc c  � � , 

1,...,4d   are assigned in accordance with Table 1. 

Under these assumptions the model of a signal ,k k l lY c c� �  

in pixel ( , )k k l lc c� � , ( , 1,0, 1)k lc c  � �  can be written 

as 

� �

,

, , ,

, ,

                    0

       1

2

k k l l

k k l l k l k k l l
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B if i
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H
H
H

c c� �
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­ �  
°

 ) � �  ®
° < � �  ¯

. (3) 

 

Table 1. 

k c  -1 0 +1 l c  

,k lc c)  

0 0 0 -1 

0 1 0 0 

0 0 0 +1 

� �, 1k lc c<  

1.5 0.25 0 -1 

0.25 1.5 0.25 0 

0 0.25 1.5 +1 

� �, 2k lc c<  

0 2 0 -1 

0 2 0 0 

0 2 0 +1 

� �, 3k lc c<  

0 0.25 1.5 -1 

0.25 1.5 0.25 0 

1.5 0.25 0 +1 

� �, 4k lc c<  

0 0 0 -1 

2 2 2 0 

0 0 0 +1 

 

3 DECISION MAKING STATISTICS 

Consider the problem of making a decision j  about the 

unknown number I  of the hypothesis IH  � �0,1,2I   

on the basis of a realization ,k k l ly y c c� �  of the random 

signals ,k k l lY Y c c� � , , 1,0, 1k lc c  � �  in pixels of the 

sliding window ,k l:  with a further calculation of 

estimate Ö jx  corresponding to state vector jX .   



For the synthesis of the algorithm for solving this 
problem, the Bayesian approach is used, according to 
which the optimal decision is made on the basis of 
minimization on Q  and ÖxQ QZ�   of a posteriori risk [7] 

� � � � � �
2

,
0

Ö Ö, , , , ,
ia i i i iY X I

i

R y x P g x i x p y x i dxQ QQ Q
 

 ¦ ³ , (4) 

where QZ  - is a domain of a priori permissible values of 

ÖxQ , � �, ,
i iY X Ip y x i  - is the joint probabilit y density of 

Y  and iX  under condition I i ,  

> @0x b , > @1 ,x b a , > @2 , ,x b a d ,  (5) 

� �0 0 0x bZ� � t , 

� �1 1 0,  0x b aZ� � t t , 

� �2 2 0,  0,  1,...,4x b a dZ� � t t  . 

The choice of loss function of the form  

� �
� �,

,

Ö1
Ö, , i

i

g x x ijb L
g x i x

g ijb L

Q Q Q Q
Q

Q

G Q
Q

Q

­ � �  ª º° ¬ ¼ ®
z°̄

 (6) 

with 0, 1, 2,i i i ig g g g    for 0,1,2i  , makes 

equivalent minimization on ÖxQ  and Q  of a posteriori 

risk (4) and maximization on ÖxQ  and Q  of the value  

� � � � � �,
Ö Ö Ö, , ,

i ia Y I X X Ir y x g P p y x p xQ Q Q Q QQ Q Q , (7) 

where � �, ,
iY I Xp y xQQ  - is the conditional probabilit y 

density (likelihood function) of Y  provided fixed values 

,   I X xQ QQ  , and � � � �
i XX Ip x p x

QQ QQ   - a priori 

probabilit y density of XQ . 

At uniform on a certain region Q:  a priori probabilit y 

density  

� � � �
X I

I x
p x

V
Q Q

Q
Q

Q : ,      

V dx
Q

Q
:

 ³ , � �
1

0

ijb [
I x

ijb [
:

�:­
 ®

�:¯
,   

Eq. (7) takes the form 

� � � � � �,
Ö Ö Ö, , ,

ia Y I Xr y x c I x p y x
QQ Q Q QQ Q: ,  (8) 

where c g P VQ Q Q Q . The domain Q:  can always be 

chosen suff iciently large to satisfy the condition  
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� �
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Ö
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:

�

�

  

 
 

 (9) 

In this case, the decision rule takes the following form. 
The values ÖxQ


 , 0,1,2Q   are calculated due to Eq. (9). 

Then, the decision is made about the order number of 
observable hypothesis in accordance with the following 
formula 

� �,
0,1,2

Öargmax ,
iY I Xj c p y xQ Q

Q
Q 


 
 ,   (10) 

and Ö jx
  is taken as the estimate of the corresponding 

state vector.  

According to Eq. (3) 

� � � �, 2

1
ln ,

2Y I Xp y x const x
Q Q Q QQ U

V
 � ,  (11) 

where function � �xQ QU , taking into account Eq.(5), is 

described as 

� � � � � �0 1 1
T

b y b y bU  � �
G G

,      (12) 

� � � � � �1 , 1 1
T

b a y b a y b aU  � � ) � � )
G G

,   (13) 

� � � �� � � �� �2 , , 1 1
T

b a d y b a d y b a dU  � � < � � <
G G

,(14) 

1
G

 - is a vector of order N  with unit components, )  
and � �d< - is a column of vectors of coeff icients ,k lc c)  

and � �d< , , 1,0, 1k lc c  � �  respectively, defined in 

Table 1. 

Denoting 

*
0 0

ÖÖx bª º ¬ ¼ , *
1 1 1

ÖÖ Ö,x b aª º ¬ ¼ , *
2 2 2

Ö ÖÖ Ö, ,x b a dª º ¬ ¼ ,  (15) 

and taking into account (10), it is clear, that finding *
ÖxQ  

from (9) is equivalent to calculation 0 1 1 2 2
Ö Ö Ö ÖÖ Ö, , , , ,b a b a b d  

from 

� � � �0 0 0 00

ÖÖ min
b

b bU U U
t

  ,     (16) 

� � � �1 1 1 1 10, 0

ÖÖ Ö, min ,
b a

b a b aU U U
t t

  ,   (17) 

� � � �2 2 2 2 20, 0

Ö ÖÖ Ö, , min min , ,
d b a

b a d b a dU U U
t t

  . (18) 

Minimization in Eqs. (16)-(17) on 0,  0b at t  gives: 

0
Öb s ,         (19) 



,
,

1

1
Ö 1

1
0

k l
k l

y s
if y s

a
N

else

�­
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°̄

,   (20) 

,

,
1
Ö 1

1
1

k l

k l

y
s

N if y s
b

N
s else

­
�°

t°
 ® �
° �
°
¯

.  (21) 

2
0Ö e NsU  � ,       (22) 

� �2
1 1 ,Ö Ö k le Ns a y sU  � � � ,    (23) 

where the coefficient 
1

1Ts y
N

 
G

 is calculated as 

,
,

1
k k l l

k l

s y
N c c� �

c c

 ¦ ,      (24) 

The values 2U� , � � � �2 2 2 2,b b d a a d  � � � �  defined by the 

relationship 

� � � �2 2 2 2 20, 0
, , min , ,

b a
b a d b a dU U U

t t
  �� �  (25) 

can be found as 

2

2

0

s
if s

a w
N

else

P D
D P

D
�­ d°°

 �®
°
°̄

�  (26) 

2 2

1
b s a

N
D �� � ,     (27) 

� �2
2 2e Ns a sU P D � � �� � ,  (28) 

where  

� �2

,
,

k k l l
k l

e y c c� �
c c

 ¦ ,     (29) 

and the coefficients � � Td yP P  < , 

� � 1TdD D  <
G

, � � Tw w d  < <  are calculated as  

5.5 1,3

6.0 2,4

for d

for d
D

 ­
 ®

 ¯
,     (30) 

9.25 1,3

12 2,4

for d
w

for d

 ­
 ®

 ¯
,     (31) 
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1, 1 , 1, 1 0

, 1 , , 1

1, 1 , 1, 1 0

1, , 1,

1.5 1

2 2

1.5 3

2 4

k l k l k l

k l k l k l

k l k l k l

k l k l k l

y y y S if d

y y y if d

y y y S if d

y y y if d

P

� � � �

� �

� � � �

� �

­ � � �  
°

� �  °
 ®

� � �  °
° � �  ¯

, (32) 

� �0 , 1 1, 1, , 10.25 k l k l k l k lS y y y y� � � � � � � ,   (33) 

In Eqs. (24), (29) the sum is over , 1,0,1k lc c  � . 

Finally, 

� � � � � �� �2 2 2 2 2 2 2
Ö ÖÖ Ö, , min , ,

d
b a d b d a d dU U U  � � . (34) 

By Eq. (11) the inequality 

� � � �* *
, ,

Ö Ö ,  c ,
ii iY I X Y I Xc p y x p y i x

QQ QQ t     

is equivalent to 

� �2
, ,2 ln lni i il c c hQ Q QVt �  .   (35) 

where 

� �*
Ö Öi i ixU U ,       (36) 

� �* *
, , Ö Ö, =i i i il l x xQ Q Q QU U � .    (37) 

Taking into account Eqs. (22)-(28), the decision making 
statistics (37) can be written as  

� �1,0 1 ,Ö k ll a y s � ,      (38) 

� �2,0 2Öl a sP D � ,     (39) 

2,1 2,0 1,0l l l � .      (40) 

Thus, the following decision making procedure can be 
formulated:  

x The inequalities 1,0 1,0l ht  and 2,0 2,0l ht  are 

verif ied; 
x If  both of them aren't valid, the decision 0I j   

(there is no any object within the window) is made; 
x If  the first of them is valid and the second isn't, the 

decision 1I j   (there is a star within the 

window) is made; 
x If  the first of them isn't valid and the second is, the 

decision 2I j   (there is a track within the 

window) is made; 
x If  both inequalities are valid, the next inequality 

2,1 2,1l ht  is verified; and if  it is valid, the decision 

2I j   is made, otherwise 1I j  . 

The thresholds 1,0h , 2,0h  are chosen on the basis of an 

acceptable level of false detection of a star or a track 



 

fragment, the threshold 2,1h  - on the basis of an 

acceptable level of probabilit y of false detection of a 
track fragment instead a star. This method allows for the 
selection of thresholds without assigning definite values 
to loss coefficients, prior probabilit ies iP  of hypotheses 

and the volumes iV  of the domains Q: , 0,1,2i  .  

4 IMAGE PROCESSING 

To detect all objects of dif ferent types within an image 
the relief of optimal value for decision making statistics 

,ilQ  (with corresponding ,iQ  selected for each window 

position � �,k l , 1,..., 2;  1,..., 2x yk n l n �  � ) is used. 

Each local maximum of the relief relates to an object of 
corresponding type. Verification of the local maximum 
condition avoids the duplication of "phantoms" in 
adjacent points. Figure 5 shows the simulated image, 
which contains 100 stars with signal-to-noise ratio 50V , 
four tracks with 200 pixels in length and a constant 
signal-to-noise ratio assuming values 
1.5 ,  2.0 ,  2.5 ,  3.0V V V V  for the tracks in top-down 
order. Instrumental noise 50V  . Background value 

2000B  . 

Figure 6 shows detected track fragments (green squares) 
and stars (red squares). 

Figure 7 shows track fragments associated into tracks 
(yellow rectangles). A consideration of associating 
algorithm is beyond the scope of this report.  

It is seen from Figures 6 and 7 that the algorithm is 
capable of extracting tracks with signal-to-noise ratio 
near 1.5. 

 

Figure 5. Input image 

 

Figure 6. Image after processing: detected track 
fragments (green squares) and stars (red squares). 

 

 

Figure 7. Image after processing: track fragments 
associated into the tracks (yellow rectangles). 

The time taken to process the image composed of 
approximately 106 pixels on an IBM T60 notebook was 
about 5 seconds. 

5 CONCLUSSIONS 

The considered algorithm can be used for the 
preliminary extraction of tracks of moving space objects 
with unknown orbits and low signal-to-noise ratio. 



To achieve a higher quality of track extraction and 
estimation, the algorithm allows the extracted tracks to 
be subjected to final full -scale processing based on 
signal storage along the directions of extracted tracks 
(similar [5]). 

The algorithm can be easil y modif ied for a window with 
1n ! , a greater number of reference track directions, a 

higher resolution (for example 0.5 of pixel size) of 
position determination. This wil l improve the qualit y of 
the algorithm, but wil l cause corresponding growth of 
its computational complexity. 
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