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 Future Active Debris Removal missions will require 
vision sensors both to support guidance, navigation and 
control and to examine the targeted debris object prior 
to capture. With this scenario in mind, Kayser-Threde 
has developed the VIsion  BAsed NAvigation Sensor 
System (VIBANASS). A  demonstrator model 
representative of the fli ght hardware was built  for 
execution of a space  qualif ication program and 
subjected to an extensive test campaign at the European 
Proximity Operations Simulator (EPOS). It was  shown 
that VIBANASS is able to perform its tasks reliably in 
vision-based Rendezvous and Docking maneuvers under 
a wide variety of ill umination  conditions.  These tests 
included image processing algorithms for target distance 
evaluation and a closed-loop rendezvous experiment. 

� ,1752'8&7,21�

Several orbital regions around Earth are so highly 
populated with space debris that Active  Debris Removal 
(ADR) missions will  be necessary to avoid cascading 
collision effects which  may eventuall y leave key orbits 
unusable [1]. For such ADR missions, a vision system 
is  important for rendezvous with debris objects and 
essential for their detailed inspection prior to  capture. 
Furthermore, distance and attitude information of the 
target are required for the  capture algorithms.  

For this scenario, Kayser-Threde has developed the 
VIsion  BAsed NAvigation Sensor System 
(VIBANASS) [2, 3]. It consists of two Camera 
Systems   (CS), a Target Il lumination System (TIS) and a 
Ground  Operation System (GOS). Each Camera 
System  includes three cameras, optimized for far-range 
(3 km to  75 m), mid-range (500 m to 4.5 m) and close-
range (5.5 m  to 0.7 m) operations. In close-range, two 
cameras are operated in a stereo configuration with a 
stereo base of 0.5 m. The laser-based Target 
Illumination System is a highly  modular assembly, 
supporting a wide range of different  optical power 
configurations called for by the different  application 
requirements.   

A first test campaign with a breadboard model of 
VIBANASS under representative ill umination  con-
ditions was conducted in December 2011 [4] at  the 

EPOS facilit y [5], proving the general concept. 

Following this, a demonstrator model representative of 
the flight  hardware was built   and subjected to a further 
and more elaborate test campaign in early 2013. This 
campaign included functional and performance tests, the 
results of which are presented in this paper. 
Distance  determination data of a dedicated image 
processing [6]  ground software was used for verification 
and  evaluation of the performance of VIBANASS. 
The  software applies target-specif ic distance 
estimation  algorithms and uses the VIBANASS camera 
images as  input. Besides being used for evaluation of 
the VIBANASS  performance, the algorithms were also 
used as input for a closed-loop  Rendezvous-and-
Docking control algorithm in an additional test.  
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Fig. 1 shows the operational scenario of VIBANASS 
with  one Camera System (CS), the Target 
Illumination  System (TIS) and the Ground Operation 
System (GOS)  in flight configuration. The VIBANASS 
demonstrator equipment was  designed for an 
operational temperature range of -40°C  to +50°C and a 
non-operational range of -40°C to  +85°C. The design is 
radiation tolerant (TID:   100 KRad(Si), LET: 80 MeV 
cm²/mg).  The subsystems of VIBANASS will be 
presented in detail  in the next sections.  
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The VIBANASS Camera System comprises 
all  necessary hardware for the operation of three 
CMOS  Sensors, communication interfaces, hardware 
controller  and a power-supply module. Each 
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worsening of  the illumination conditions and a strong 
divergence  between good and bad illumination 
conditions.  

Fig. 11 shows the SNR for the Mid-Range 
Camera,  which is designed for distances larger than 5 m. 
Here,  only a weak relation between the SNR and the 
distance  can be identified. In contrast to the Close-
Range  Camera, the dependence on the illumination 
conditions  is weaker, as it is easier to optimize the 
images by  adjusting the exposure time. Further, the 
illumination  conditions are more constant due to the 
lower amount of stray light and  shadows and on the 
target.  
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This section describes the results of the 
image  processing algorithm applied on the recorded 
test  images. Before the actual image processing 
was  performed, the cameras were calibrated using 
a  chessboard pattern. Based on the results of 
the  calibration, the extrinsic and intrinsic 
camera  parameters have been computed and applied 
during the  image processing. 

Some general results of the tracking algorithm 
are  shown in Fig. 12. The top row shows the results of 
the  tracking in mid-range at 20 m and at 5 m, where 
the  tracking target is the rectangular target shape. In 

close-  range, the circular nozzle ring is the target of 
the  tracking algorithm. As stereo images are used, the 
left  and right camera images are shown at a distance of 
5 m.  The additional delay induced by the image 
processing software was measured with 130 ms on 
average.  
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For the actual evaluation of the image 
processing  software, the stereo and the mono setup 
were  tested and the error between the estimations and 
the  values recorded by EPOS was computed. 
The  relative error is defined as the relation between 
the  position error in all three spatial dimensions 
with  respect to the distance in percent.  

Fig. 13 shows the resulting error of an approach 
under  good illumination conditions. The relative error 
remains  constant over the whole distance. In this case, 
the error  ranges between 1% and 2%.  
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An approach under bad illumination conditions 
is  shown in Fig. 14. The absolute error is quite large and 
is  further oscillating. Again, it decreases with 





for the robot control of  the EPOS facilit y, closing the 
control loop.  

A modif ied version of the N1 trajectory was used for 
the  closed-loop tests with decreased speed and a longer 
hold point at 5 m. Due to safety reasons, the end 
point  was moved to a distance of 2 m between chaser 
and  target. The switch between mid- and close-range 
was  done manuall y.  

A selection of seven dif ferent ill umination 
conditions  from the good and average conditions have 
been  tested.  In an additional test, the image processing 
software was replaced with an operator performing its 
tasks. 
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The VBIANASS Demonstrator Model tests at 
the  European Proximity Operations Simulator (EPOS) 
were completed with great success as the 
Camera  System Demonstrator Model, the Target 
Illumination System Demonstrator Model and  the 
Ground Operation System were tested  successfull y.  

An analysis of the impact of the illumination 
conditions  on the accuracy of the tracking algorithm has 
shown  that the Target Illumination System improves 
the  natural ill umination conditions such that the 
distance  determination requirements can be fulfill ed.  

Under good  illumination conditions, the tracking 
algorithm is able to  estimate the position of the target 
with an accuracy  of  ~1%. This tracking algorithm is still  
able function with an adequate error using highly 
compressed images. 

Finall y, the functionalit y of VIBANASS and the image 
processing software could be proven during 
additional  closed-loop tests. During these tests, the 
result of the  image processing algorithm was used as 
control  input for a rendezvous simulator. 

It could be shown during the EPOS test campaign 
that  VIBANASS is a capable optical sensor 
for  Rendezvous and Docking applications in mid- 
and  close-range. The Target Illumination 
System  significantly decreases the dependence on 
natural  illumination, allowing to use VIBANASS under 
a wide  variety of environmental conditions.  

Since VIBANASS can also be used for target 
inspection, it is excellently suited for ADR missions or 
precursor missions such as DEOS [7]. 

� $&.12:/('*0(176�

VIBANASS is a Kayser-Threde development  pro-
gramme under co-funding by the German  DLR Space 
Agency (Förderkennzeichen 50RA1001) and is being 
carried out in cooperation with  DLR-RM (DLR  Institute 
for Mechatronics and Robotics) and DLR-RB   (DLR 

Institute for  Space Operations and Astronaut 
Training).   vH&S (von Hörner & Sulger) is 
subcontractor to Kayser-Threde. 
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