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ABSTRACT

In this work, we present results about the stability of near-
geosynchronous space debris characterized by high area-
to-mass ratios. We extend previous studies by consid-
ering the influence of the Earth’s shadow on the short-
and long-term time evolutions. To assess the orbits sta-
bility, we use the Global Symplectic Integrator (GSI)
[18] which consists in the symplectic integration of both
Hamiltonian equations of motion and variational equa-
tions. The solution of the variational equations is then
used to compute the Mean Exponential Growth factor of
Nearby Orbits (MEGNO) chaos indicator. The effects of
the Earth’s shadow are analyzed using the adapted coni-
cal and cylindrical Earth’s shadowing models introduced
by [10]. Our stability study shows that the Earth’s shadow
greatly affects the global behaviour of space debris orbits
by increasing the size of chaotic regions around the geo-
stationary altitude.

Key words: Geostationary orbit ; stability ; solar radia-
tion pressure ; Earth’s shadow.

1. INTRODUCTION

Understanding the behaviour of space debris orbits is
a matter of great importance. The stability of near-
geosynchronous space debris characterized by high area-
to-mass ratios is investigated. Different meanings are
usually associated to the term stability. In our case, unsta-
ble orbits correspond to unpredictable orbits, i.e. orbits
which are very sensitive to initial conditions.

Around the geostationary altitude, orbital periods are
close to one sidereal day, leading to a 1:1 resonance with
the Earth’s rotational period. A previous study [3] al-
ready showed that chaotic orbits are present very close to
the separatrices of this resonant structure, due to irregu-
lar transits between the libration and circulation regimes.
Perturbations taken into account were the geopotential up
to degree and order two, luni-solar gravitational attraction
and direct solar radiation pressure. Then, the same region
has been studied [26] with increased values of the area-
to-mass ratio, showing that the higher this ratio, the less
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predictable the orbits around the separatrices. A complex
structure of secondary resonances was also identified [16]
inside the resonance.

In this work, we extend previous studies by consider-
ing the influence of the Earth’s shadow on the short- and
long-term time evolutions of space debris. To assess the
orbits stability, we use the Mean Exponential Growth
factor of Nearby Orbits (MEGNO), which is an effi-
cient numerical tool to distinguish between regular and
chaotic behaviors. To reliably compute long-term space
debris motion, we resort to the Global Symplectic Inte-
grator (GSI) [18] which enables the simultaneous sym-
plectic integration of both Hamiltonian equations of mo-
tion and variational equations. The solution of the vari-
ational equations is then used to compute the MEGNO.
The effects of the Earth’s shadow are analyzed using the
adapted conical and cylindrical Earth’s shadowing mod-
els introduced by [10]. The smooth shadow function de-
riving from these models can be easily included into the
variational equations and was proven to deliver accurate
shadow models on very long periods of time. Our sta-
bility study shows how the resonance eye is affected by
the presence of the Earth’s shadow on long time scales.
We also emphasize the differences in the results given by
conical or cylindrical Earth’s shadowing. Full details are
available in [11].

First, the model used to reproduce space debris orbital
perturbations is presented in Sec. 2. Then we briefly de-
scribe the method and the tools needed for the stability
study in Sec. 3. The results are shown in Sec. 4 and we
conclude in Sec. 5.

2. MODEL

The long period of time (300 yr) targeted for this study
makes very suitable the use of symplectic integrators. In-
deed, such schemes present excellent energy preservation
properties and are often less time-consuming than non-
symplectic schemes due to larger time steps. In this study
we consider the Earth’s gravitational attraction, luni-solar
gravitational perturbations and solar radiation pressure.



The corresponding Hamiltonian can be written as
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where 7 := (z,y, z) and ¥ are respectively the Cartesian
geocentric coordinates and velocities of the satellite in the
fixed inertial equatorial geocentric frame, r := ||7]| and
v := ||U|| are their norms, 6 is the Greenwich sidereal
time, A is its associated momentum and p = G Mg is the
standard gravitational coefficient.

The angular derivative 6 is assumed constant in the part
accounting for the rotation of the Earth around its axis of
smallest inertia.

The complete Earth’s potential is expressed in the frame
rotating around the Earth’s axis of smallest inertia and
with the same angular speed. The equatorial Earth’s ra-
dius is denoted Rg and C,,, and S, are the spheri-
cal harmonics coefficients (see e.g. [13]). The recursive
functions V,,,,, and W,,,,, are described in [6] and later in
[22] and let us write the geopotential with Cartesian co-
ordinates. The Earth’s gravity model is the EGM96 one
described in [17].

As many third bodies as wanted could be taken into ac-
count. In this work, we mainly consider the Sun and the
Moon. The geocentric Cartesian coordinates of any third
body of mass M; are denoted 7; and p; = GM,;. For the
purpose of this stability analysis the positions and veloc-
ities are evaluated by means of a subroutine created by P.
Exertier (OCA Grasse)'.

The force induced by the solar radiation pressure is ob-
tained by adding together the elementary forces account-
ing for the absorption, reflection and diffusion effects.
The model assumes a spherical shape for debris and no
radiation from the surface of the Earth. Detailed infor-
mation about the model can be found in [21]. The pa-
rameters are C,. a dimension-free reflectivity coefficient
fixed to one in this work, 7, the geocentric Cartesian po-
sition of the Sun, P, = 4.56 x 107% N/m? the radia-
tion pressure for an object located at a distance of 1 AU
from the Sun, A/M the area-to-mass ratio of debris and
ae the mean distance between the Sun and the Earth (i.e.
aew = 1 AU). Due to some assumptions, the solar radi-
ation pressure contribution is written under its conserva-
tive form.

Cylindrical Earth’s shadow crossings are modeled by
multiplying the gradient of the radiation pressure part

This model is based on Brown’s theory of the mean motion of both
Moon and Sun [20].

of the Hamiltonian in equations of motion by a smooth
shadow function equal to one when debris are in direct
sunlight and zero otherwise (see [10]). This function is
defined as
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where the auxiliary function
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is smaller than zero when debris are in Earth’s umbra
(inspired from [9]) and + is a precision parameter set to
10° to represent cylindrical shadow crossings. Using this
method forces us to reduce the integration time step. The
latter must be small enough to perform some steps inside
the umbra zone, which only represents a small part of the
total revolution time. On a geostationary orbit, a typi-
cal shadow crossing only lasts around half an hour. Let
us note though that it makes possible the use of low or-
der symplectic integrators, still keeping accurate results.
This smooth formulation is particularly suitable for sym-
plectic integrators but can be used for any other kind of
propagator.

Going one step further, umbra-penumbra transitions can
be modeled by adapting the previous formulae. As pre-
sented with full details in [10], the constant v must be
modified to change the shape of the shadow function. An-
alytical developments yield

%@):%{1+mmh{§2§f&@ﬂ} 3)

where

Ah(F) = cosa [W—l— Rg sinoz}
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with

o = atan -
7= 7ol

and [ = atan

Angles « and 3 give the difference between the umbra
cylinder and respectively the umbra and penumbra cones,
and R denotes the Sun radius. The v}, shadow function
is smooth, equal to one in direct sunlight, starts to de-
crease in the penumbra cone and is equal to zero in the
umbra cone. The parameter 0 is another accuracy pa-
rameter set to 8 in the forthcoming simulations. As ex-
plained in [11], small variations of this parameter have
been tested, leading to the same conclusions in the stabil-
ity study.

3. METHOD

The GSI method has been described in [18] and analyzed
further in [11].



It has been successfully validated on the well-known
Hénon-Heiles Hamiltonian and restricted three-body
problem in [18]. In this case, the SALI chaos indicator
[25] was used along with the symplectic schemes from
[14].

In [11] the MEGNO has been used, based on the impor-
tant advantage that it only needs the time evolution of
a single deviation vector (the SALI requires the evolu-
tion of two deviation vectors to be known). It is espe-
cially convenient for space debris stability issues where
integrations act on long time spans and involve a lot of
initial conditions. This combination of the GSI with the
MEGNO has successfully been checked on the Arnold
diffusion phenomenon occuring along the resonances of
the Hamiltonian model described in [15]. It has also been
noted that the integrators defined in [27] should be pre-
ferred to the ones from [14] in the framework of the GSI.

In this section we briefly present the GSI method, the
symplectic integrator that will be used and the MEGNO.

3.1. GSI

Let us consider an autonomous Hamiltonian system with
N degrees of freedom (77, ¢). Equations of motion can
be written as

E=JViH=W(), )
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is the standard symplectic matrix, 1, is the NV x [N iden-
tity matrix and O the N x NN null matrix.

Chaos indicators like the MEGNO are based on the time
evolution of deviation vectors which represent infinites-
imal displacements from the orbit. These vectors, § =
(5;,, S’q) € R2V, satisfy the variational equations given
by

5= DaW(t) = TV2HS ©6)

where DzW is the Jacobian matrix of the vector field W
and V%H is the Hessian matrix of H. One easily proves
that the vector field (6) is Hamiltonian and associated to
the variational Hamiltonian given by

2 1
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The GSI has been introduced in [18] to numerically inte-
grate both systems of equations (4) and (6) in a symplec-
tic way. The symplectic integrator that will be used as-
sumes that H is split into two separately integrable parts,

A and B. Besides we impose the condition that A and B
respectively depend on p’and ¢

H(p,q) = A(P) + B(Q)- ®)

Easy calculation shows that the variational equations (6)
can be written as
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and the variational Hamiltonian (7) becomes
L= = 1op - 1o -
K(B.4.0,,0,) = 50, V3AS, + 50, ViB3,
= A(B.5,) +B@d).  (10)

3.2. Integrator

The equations of motion (4) can be written as

The operator Ly e is used as another notation for Poisson
brackets {7, o}.

The solution of this differential equation can be expressed

as
oo

.

. Ly = -

#(t) = el #(ty) = Z ﬁ%‘r(t(’) (11)
=0

where t is the initial time and ¢ is the time where Z needs

to be evaluated.

Considering the splitting of the Hamiltonian (8), the
Campbell-Baker-Hausdorff formula is used in [27] to
successively build second- and fourth-order integrators>

Sy(t) = erlaethoesla
Sy(t) = Sa(vot)Sa2(11t)Sa2(v0t)
where
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Such schemes approximate e*“* and mean that we ex-
actly evaluate £ where

E=H+0O@1")

where n is respectively equal to 2 and 4 for the second-
and fourth-order integrators.

Conveniently, the same symplectic scheme can be used to
integrate both systems (4) and (6). One easily shows that
both H and K can be split into two parts, one of which
depending only on momenta and the other one only on
coordinates.

2Higher orders are also described in [27] but will not be used in this
study.



3.3. MEGNO

According to [5], the MEGNO is defined as

Y(t) = %/0. %sds (12)

S

where & = ||]|. It is in fact very similar to the Lyapunov
Characteristic Exponent (LCE) [2]. For a given orbit, the
LCE is defined as
1. 0(t
o = lim ,mL.
t—oo t  §(0)

It measures the mean exponential rate of divergence of
nearby orbits. It can also be expressed as

1 /%6

o= lim 7/ ﬂds. (13)
t=oo b Jo 6(s)

While both formulae (12) and (13) are close to each other

the LCE computation is more time consuming.

A useful indicator is given by the time average of the
MEGNO:

V() = % /0 Y (s) ds. (14)

While Y () might neither converge nor admit a limit for
t — oo, it has been proven by [5] that the asymptotic
value of Y provides a good characterization of the regular
or chaotic nature of orbits.

One advantage of the MEGNO with respect to the LCE is
that it can be expressed as a sum, Whitever the considered
orbit. The asymptotic behaviour of Y (¢) writes

Y(t) ~ct+d

where (¢,d) ~ (¢/2,0) for irregular orbits. However,
(¢,d) ~ (0,2) for stable quasi-periodic orbits, d < 2
for orbits close to periodic stable ones and d 2 2 for or-
bits closed to unstable periodic ones. Second, one can
show that lim;_, ., Y/t = o for chaotic orbits and that
Y/t reaches 0 faster than the LCE does for regular orbits.
Interested readers can find a detailed analytical descrip-
tion of the evolution of the MEGNO in [5] and a compar-
ison between different chaos indicators in [19].

As explained in [11], a convenient approach to solve both
integrals defining the MEGNO and its time average with
the GSI is a simple but efficient trapezoidal rule. It yields

V(i) = V() + 2 L%” L o)
(15)
and
Y(t+1) = [tY (¢)+0.57(Y (t)+Y (t+7))]+O(7%) .

t+71
(16)

MEGNO values represented in the results are in fact
mean MEGNO values (16) computed at the end of the
time interval.

4. RESULTS

The analysis has been performed on a grid (160 x 160) of
initial osculating semi-major axes a and resonant angles
Ores- 1t lets us study the evolution of the 1:1 mean motion
resonance appearing in this plane. The resonant angle
Ores 18 defined as A — 6 where A and 6 are respectively the
initial mean longitude and sidereal time. Around the geo-
stationary altitude, both angle frequencies are very close
to each other.

First we show the stability results when the model in-
cludes the central body attraction, the geopotential up to
degree and order 2, luni-solar perturbations and solar ra-
diation pressure without Earth’s shadow. As described
in [26], the two-dimensional space (s, a) is character-
ized by separatrices (already identified in [3]) and an ad-
ditional pattern inside the eye of the resonance. Due to
the important amount of CPU time needed, we only plot
an horizontal range of 160 deg. Hence we only see one
eye of the typical double pendulum-like pattern related
to the 1:1 resonance. The large area-to-mass is respon-
sible for the stochastic zones in the neighborhood of the
separatrices. The pattern inside the resonance has been
explained by secondary resonances due to commensura-
bilities between the resonant angle and the ecliptic longi-
tude of the Sun [16]. Computing the MEGNO for such
a huge number of initial conditions is excessively time
consuming. Hence, propagations realized in [26] usually
stopped at 30 yr. Here we push it further and compute the
final values of the MEGNO with the GSI and S integra-
tor after 300 yr. As in the rest of the paper, small time
steps equal to 0.01 day/27 have been used. The value of
the initial sidereal time 6 is determined by the initial time
epoch at 25 January 1991 and the initial conditions are
setto e = 0.002, 7 = 0.004 rad and 2 = w = O rad. The
area-to-mass ratio is equal to 5 m?/kg. The map shown
in Fig. 1 lets us emphasize the presence of stable orbits
when there is no umbra even after 300 yr. The unstable
separatrices are clearly visible.

Cylindrical shadow crossings are then added thanks to
the shadow function (2). We show in Fig. 2 the (0, @)
plane for an integration time of 30 yr. The chaos map
obtained with the cylinder-shaped umbra leads to unreal-
istic results. The entire map is filled with chaotic orbits,
at the exception of very few stable orbits located on the
separatrices.

Then, the long term stability of space debris subject to
conical Earth’s shadow crossings is investigated. We
show in Fig. 3 the MEGNO values obtained after 300
yr with conical shadow. Nearly all orbits are identified
as chaotic. A close look to data shows that only a very
small amount of initial conditions lead to a final MEGNO
value smaller than 2. Hence, the GSI tells us that the in-
troduction of Earth’s shadowing effects greatly influences
the behaviour of space debris orbits. As time increases,
chaotic areas around the separatrices grow and even the
center of the resonance seems to become unstable.

Eventually, one could wonder if the same results hold
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Figure 1. Stability analysis of the two-dimensional plane
(0res, @) represented using MEGNO values at 300 yr
without Earth’s shadow crossings.
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Figure 2. Stability analysis of the two-dimensional plane
(Ores, @) represented using MEGNO values at 30 yr with
cylindrical Earth’s shadow crossings.

160

140

120

100

Semi-major axis [km]

o] 50 100 150
Resonant angle [deg]

Figure 3. Stability analysis of the two-dimensional plane
(Ores, @) represented using MEGNO values at 300 yr with
conical Earth’s shadow crossings.

for space debris with much lower area-to-mass ratios. A
comprehensive and systematic approach showing stabil-
ity results for increasing values of the area-to-mass ratio
over 300 yr is unrealistic in terms of CPU time. How-
ever, one can reasonably suppose that, the lower the area-
to-mass ratio, the more regular space debris orbits. More
insight about this assumption is brought by means of a
stability map realized with the area-to-mass ratio set to
0.01 m?/kg. The results are shown in Fig. 4 after 30
yr. The thick chaotic separatrix has given way to more
constraint irregular motion. Both vertical lines appear-
ing around o5 ~ 35 deg and oy ~ 40 deg are due to
missing data.

Other tests have been realized with a non-symplectic
method. Even if the long time span means a potential
important loss of accuracy, such comparisons are help-
ful. We resorted to the tenth-order Adams-Bashforth-
Moulton integrator developed in NIMASTEP (see [8]).
The results reveal that chaotic orbits also fill the entire
plane (a few number of stable orbits in the vicinity of the
stable equilibrium excepted). The global behaviour is in
agreement with our previous study.

5. CONCLUSION

The GSI method with the MEGNO has been applied
to produce two-dimensional stability maps of the near-
geostationary altitude. Both cylindrical and conical
shadow models have been tested. Both the GSI and the
non-symplectic scheme highlighted the poor usability of
the cylindrical model in this framework. However, the
conical shadow model seems well handled by the GSI.
Simulations with a high area-to-mass ratio (5 m2/kg) let
us see the strong influence of shadow crossings on space
debris stability. Chaotic zones around the separatrices of
the 1:1 resonance (already present without shadow) grow
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Figure 4. Stability analysis of the two-dimensional plane
(Ores, ) represented using MEGNO values at 30 yr with

conical Earth’s shadow crossings and a small area-to-
mass ratio (0.01 m?/kg).

and progressively fill the entire plane, destroying the res-
onant structure. It should be noted that the lower the area-
to-mass ratio values (a simulation was performed with an
area-to-mass ratio around 0.01 m?/kg), the more regular
the orbits in the plane. In this case, chaotic orbits are
mainly confined around the thin separatrices.

Let us mention that our stability investigations about
near-geostationary debris could be extended to other
types of orbits. One could for example focus on Medium
Earth Orbits on which GPS and GALILEO navigation
satellites stay. While existing works on this topic have
already been published (among which one can cite [4,
24,23, 12, 1, 7]), stability studies like the one developed
here could bring new perspectives.
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