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ABSTRACT

Currently numerical modelling is used widely to
evaluate the spacecraft persistence under the space
debris impact. In the process of development, all the
numerical codes are repeatedly tested using analytical
solutions and experimental data obtained in conditions
close to that of the application, to compare with. To use
numerical codes for modelling of the hypervelocity
impact with confidence, additional testing on problems
reflecting key features associated with shielding against
space debris is needed. KERNEL code based on SPH-
method (Smoothed Particles Hydrodynamics) was
developed at RFNC-VNIIEF specially for numerical
simulation of three-dimensional motions of the
continuous media with large deformation and fracture.
Its testing using high- and hypervelocity impact
experimental  data  showed  practically  full
correspondence of the cavern dimensions in thick target,
good agreement in dimensions of holes and
fragmentation regions and reasonable agreement in
geometry of the debris cloud in the case of perforation
of the thin distanced sheets were obtained.

1. INTRODUCTION

Effective protection against space debris is one of key
requirements to spacecraft that should keep functioning
for a long period (e.g., some modules of the Space
Station). Design of protection system depends strongly
on possibility of prediction of spacecraft elements
behaviour in the hypervelocity impact conditions.
Currently numerical modelling is used widely to
evaluate the spacecraft persistence under the space
debris impact and during the spacecraft anti-debris
shielding design. From one side, this leads to significant
lowering of expenditures for experimental working-out
of the structure. From the other side, this approach
demands careful testing of the numerical codes.

In the process of development, all the numerical codes
are repeatedly tested using analytical solutions to
compare with, e.g., for well-known Noh’s problem of
shock-wave implosion [1] or problem of expansion of

ellipsoid [2]. The codes testing with use of experimental
data obtained in conditions close to that of the
application, to compare with is also extremely desirable.
For example, “Taylor’s test” (normal impact of the solid
cylinder to the rigid wall) is often used for testing of the
elastic-plastic codes [3]. Aims of the test are: to check
representation. of free and contact boundaries under
high-velocity loading (numerical method); and to check
modelling of the material behaviour at large strain and
high strain rate (model of material).

To wuse numerical codes for modelling of the

hypervelocity impact with confidence, additional testing

on problems reflecting key features associated with

shielding against space debris [4]:

e large distance between bumpers and backwalls,

e fragmentation associated with low impact velocity or
non optimum bumper thickness, double bumper
configurations, oblique impacts, ’

e range of expected impact velocities, availability of
experimental results to assess the possibilities
offered by numerical simulations.

KERNEL code [5,6] based on SPH-method (Smoothed
Particles Hydrodynamics) was developed at RFNC-
VNIEF for numerical simulation of three-dimensional
motions of the continuous media with large deformation
and fracture, e.g., perforation. In’ the process of
development, the KERNEL code was tested using
analytical solutions and experimental data to compare
with, some results of the testing were reported in [5,6].
Validation of the KERNEL code is being performed
since 1992 using experimental data on wide velocity
range hypervelocity impact to semi-infinite barriers
(thick targets) and multiple thin sheet barriers (of the
Whipple bumper type) (see, e.g., [7,8]).

General description of the current version of the
KERNEL code is presented hereinafier, as well as
results of its testing using hypervelocity impact
experimental data and an example of the code
implementation for 3D numerical simulation of
perforation of the pressure vessel wall, generation of the
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secondary debris cloud and initial phase of its evolution
in gas.

1. DESCRIPTION OF CODE

Smoothed Particles Hydrodynamics (SPH) method is
based on the three-dimensional free Lagrangian
algorithm described for the first time in [9,10].
According to this algorithm, the media is described as
spatially distributed clouds of material with the mass
centres moving according to equations of the continuous
media dynamics. The modelled continuous media is

supposed to be described unequivocally by equations of -

motion, continuity and energy. The system is closed by
equation of state (EOS), determining dependence of
stress (or pressure) on deformation (or density) and
specific internal energy. The SPH-method is based on
the integral interpolation of wvariables stored in
unordered non-regular point set. All the media is
partitioned into spherically symmetrical particles spread
in space with the density distribution represented by the
interpolation kemel with parameter of length dimension.
Initially, the SPH-method was used for astrophysics
simulations only. Introducing of full strain and stress
tensors’ account and solving of problems with boundary
conditions have made possible its implementation for
numerical simulation of motions of the continuous
media with large deformation [11-14].

In the KERNEL code the system of equations is solved
in Cartesian co-ordinates by a solver scheme of
predictor-corrector type in the following sequence
[15,16]:

e  begin time step;

e calculate the particles’ co-ordinates;
calculate density from equation of continuity;
calculate velocity from equation of impulse;
correct the particles’ co-ordinates;
calculate specific internal energy from equation
of energy;
e calculate pressure from EOS;
e end time step.

The second order B-spline is used for the interpolation
kernel as the best regarded for modelling of elastic-
plastic flows. The “linked-list” algorithm is used to
optimize calculations at searching for the nearest
neighbour particles.

EOS of perfect or politropic gas is used for modelling of
gases, Mie-Gruneisen or Tillotson EOS is used in
modelling of solid bodies. Any other EOS in analytic or
table form providing dependence of pressure on density
and specific internal energy could be used. Elastic-
plastic and fracture properties of materials are described
by a model with variable yield and ultimate stress.

Deformation or cumulative fracture criteria could be
used.

Note, that numerical scheme is of the first order of
accuracy in time and space, so large number of particles
must be used for perfect simulation of shock wave
processes.

‘-The KERNEL code is programmed using C

programming language and is working under Microsoft
Windows 98 or Windows NT (2000) on personal

~ computer. A special post-processor was developed on
_ basis of Intel 3DR graphic code.

Microsoft Windows NT (2000) Multi Threads options
were used to parallelise the KERNEL code. This
paralleling mechanism provides possibility of fiee
access from any CPU to the whole task memory area, so
every process any time can address to any element of the
hydrodynamic arrays, assigned to particles. Every thread
is runs at its CPU (or it is emulated, if number of
processors is less than number of threads) and performs
all the steps of described above predictor-corrector
scheme with “its” portion of particles. Number of
particles is distributed to all the threads uniformly. The
calculations are synchronised at the end of time step.
The semaphore mechanism is quite convenient for
synchronisation: at completing calculations of a stage
(e.g., stage of calculation of density) by thread, a
message is generated; all threads are waiting for
completion of all the calculations of the previous stage
to begin calculations of the next stage (e.g., stage of
calculation of velocity). Hypervelocity impact test
problems simulations in 3D set-up were performed at
single CPU and dual-CPU personal computers under
Windows 2000, comparison of results obtained by
parallel and sequential versions of KERNEL showed the
following:

e values of “hydrodynamic” parameters in
parallel and sequential calculations practically
coincides;

e coefficient of paralleling is in the range of
0.81-0.875 (speedup 1.62-1.75) for real
problems of perforation, it depends on number
of particles and their initial location.

2. TEST PROBLEMS
2.1 Model of Metals

Mie-Gruneisen EOS with Murnaghan approximation of
“cold” pressure [17,18] was used :
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where Pg is initial density, Cg is bulk sound speed, and
parameters N1 and I” are matching experimental data in
the pressure range of interest. Simple von Mises model
with constant shear modulus G (or Poisson’s ratio V)

and yield strength Y was used to model elastic-plastic
properties. Simple model with Tresca type local

criterion of splitting at ultimate tensile stress G was
used to model fracture.

2.2 Penetration of tungsten rod into steel block

Impact: normal, velocity V, (see Table 1), no yaw.
Projectile: rod, tungsten alloy, length 1, radius r, mass
m (elongation 1/d=23, see Table 1).

Target: steel block.

Comparison to experimental data [17]: post-test
cavity dimensions (penetration depth L and cavity
diameter D, see Table 3).

Table 1

Test# Vo ,km/s l,cm r,cm m,g
1929 1.29 15.575 0.3433 100
5835 2.65 15.575 0.3380 96.96
5839 345 15.575 0.3376 96.73
5841 2.37 12.18 0.2638 46.20
5842 3.58 12.18 0.2633 46.02
5844 4.46 12.18 0.2615 45.41

5000 particles in projectile, 200000 particles in target
were used in the solution area -200<x<200 mm,
-50<y<50 mm, 0<z<50 mm for simulation. Since the
problems have plane of symmetry, simulations were
performed in 3D approach for a half (with rigid plane
boundary at z=0). Sides of the solution area
(x=200 mm; y=50 mm; z=50 mm) were modelled by
“rigid wall” boundary conditions. Parameters of
materials used for simulations are presented in
Table 2. ;

Table 2
Material Tungsten alloy Steel
Po, g/cm’ 17.78 7.81
cg, km/s 4,612 49
n 3.54 4.5
r 1.66 1.8
G, GPa 126.615 95
.Y, GPa 0.983 0.39
o, GPa -0.983 -0.397

Results of simulations and experimental data to
compare are presented in Table 3. Simulated cavity
dimensions are ~4% less than experimental due to
yield of steel taken for guess as 0.39 GPa, since exact
parameters of materials are unknown for us.

Table 3
L.cm D,ecm
Test Experi- Simulation Experi- Simulation
# ment ment
1929 8.0 8.0 1.25 1.21
5835  22.85 22.1 1.92 1.8
5839 24.15 24.1 2.6 2.5
5841  16.52 16.1 1.3 1.25
5842 18.86 18.1 2.01 2.0
5844  19.37 19.1 2.72 2.6

2.3 Perforation of steel bumper by steel projectile

Impact: normal or oblique at angle o, velocity Vo (see
Table 4).

Projectile: spherical, steel, diameter d=13.5 mm, mass
m=10 g.

Target: one bumper, steel, thickness h (see Table 4).
Comparison to experimental data [7]: x-rayograms at
time tx (see Fig.1). :

Table 4
Test # o Vo, km/s h mm t,, mks
1 90° 3.08 2 12
3 90° 0.488 2 100
17 45° 0.908 1 25.33
20 45° 0.76 1 49.5

2000 particles in projectile, 10000 particles in target
were used in the solution area -50<x<100 mm, -
50<y<50 mm, 0<z<50 mm for simulation. Since the
problems have plane of symmetry, simulations were
performed in 3D approach for a half (with rigid plane
boundary at z=0). Sides of the solution area (x=100 mm;
y=£50 mm; z=50 mm) were modelled by “absorbing



boundary” conditions. Parameters of materials used for
simulations are presented in Table 5.

Table 5
Material Steel Steel Al-alloy
(projectile) (bumper) (backwall)
Po, glem® 7.7 7.85 2.78
Co, km/s 4.76 4.406 5.612
N 4 4 3.54
r " 1.38 - 138 1.176
v : 0.3 0.275 0.362
Y, GPa 1.55 0.35 < 0.383
G, GPa -2.66 -0.47 - -0.59

Results of simulations and experimental data to compare
are presented in Fig.1. Good agreement in the projectile
shape after perforation and debris number and location
could be noted.

2.4 Perforation of distanced sheets by steel projectile

Impact: normal, velocity 6.2 km/s.

Projectile: spherical, steel, diameter 5.56 mm, mass
0.7 g.

Target: bumper (steel, thickness 1 mm) - gap (air,
200 mm) - backwall (aluminium alloy, 7 mm).
Comparison to experimental data [7]: high frame rate
photography, post-test inspection of damage.

1000 particles in projectile, 20000 particles in bumper
and 20000 particles in backwall were used in the
solution area  -50<x<200 mm, -120<y<120 mm,
0<z<120 mm for simulation. Since the problems have
plane of symmetry, simulations were performed in 3D
approach for a half (with rigid plane boundary at z=0).
Sides of the solution area (x=200 mm; y=+120 mm;
z=120 mm) were modelled by “rigid wall” boundary
conditions. Influence of air in the gap was neglected.
Parameters of materials used for simulations are
presented in Table 5.

Results of simulations and experimental data to compare
are presented Table 6 (damage to bumper and backwall)
and Fig.2 (debris cloud at time 35 mks). Good
agreement in damage to target and debris cloud could be
noted.

Results of simulations and experimental data to compare
are presented Table 6 (damage to bumper and backwall)
and Fig2 (debris cloud at time 35mks). Good

agreement in damage to target and debris cloud could be
noted.

Table 6
Damage Experiment Simulation
Bumper: hole 10.5 11
of diameter
Backwall:
- max depth ~4 mm (two ~5 mm (4 ~
of crater craters in craters in
center) center)
- radius of ~150 mm ~150 mm
damage arca .

2.5 Perforation of distanced sheets by aluminium
projectile

Impact: normal, velocity Vo (see Table 7).
Projectile: spherical, Al 2024-T3, diameter d (see
Table 7).
Target: bumper (Al2024-T3, thickness h) - gap
(distance S) - backwall (Al 2024-T3, thickness H)
or
bumper 1 (A12024-T3, thickness h;) - gap
(distance S) - bumper 2 (Al 2024-T3, thickness
hj) - gap (distance S) - backwall (Al 2024-T3,

thickness H) (see Table 8).
Comparison to experimental data [4]: post-test
inspection of damage.

2000 particles in projectile, 10000 particles in bumpers
and 10000-30000 particles in backwall were used in the
solution area -50<x<200mm, -100<y<100 mm,
0<z<100 mm for simulation. Since the problems have
plane of symmetry, simulations were performed in 3D
approach for a half (with rigid plane boundary at z=0).
Sides of the solution area (x=200 mm; y=*100 mm;
z=100 mm) were modelled by “rigid wall” boundary
conditions. Parameters of Al2024-T3 wused for
simulations are presented in Table 5 (aluminium alloy).

Results of simulations and experimental data to compare
are presented Table7 (damage to bumpers and
backwall), good agreement could be noted.



Table 7

Test Experiment Simulation
W.P.1 Bumper: hole diameter 11.5 mm Bumper: hole diameter 11 mm;
Vo=6.5km/s Backwall: no perforation, Mean velocity of the debris cloud 2.5-
=% s main impact area 130 mm diameter, 3.5 km/s.
h= bulging, Backwall: no perforation,
el localized spalls on external crat d 120 mm
palls on external crater numerous damage area
S=200 mm ring diameter,
H=1.5mm bulging. ~
W.p.2 Bumper: hole diameter 17 mm Bumper: hole diameter 16 mm
Vo=3.1kmys  Backwall: no perforation, : Mean velocity of the debris cloud 2.0-
d=10 mm extensive bulging and spalls, 2.2 km/s. .
. largest crater depth 6 mm. Backwall: no perforation,
=2 mm
numerous damage area 150 mm
S=200 mm diameter,
H=10 mm bulging.
W.P.3 Bumper 1: hole diameter 7.8 mm, Bumper 1: hole diameter 7.5 mm
V=8 km/s main half spray angle 30°, Mean velocity of the debris cloud ~6 ks,
d=d s debris cloud velocity behind main half spray angle 35°
Fiy=0.8 i bumper 1: 6.76 km/s; Bumper 2: petalled hole diameter 51 mm
) Bumper 2: petalled hole diameter ~70 mm, Mean velocity of the debris cloud
h=0.5 mm main half spray angle 14°, ~0.9 km/s, main half spray angle 15°
S=60 mm debris cloud velocity behind Backwall: no perforation,
H=3.2 mm bumper 2: 0.975 km/s; numerous damage area

Backwall: peak pressure 6.1 kbar (center).

>160 mm diameter

3. SIMULATION OF HYPERVELOCITY IMPACT
TO PRESSURE VESSEL

Special study was performed at Ernst-Mach-Institute
(Germany) to clear deceleration of debris in gas and
generation of shock wave in gas after perforation of the
PV front wall by hypervelocity projectile [20-22]. In
parallel to the experimental study, numerical simulations
of the PV front wall hypervelocity perforation and
generation of debris cloud with initial phase of
generation of shock wave in gas were performed [22].
The simulations were performed using AUTODYN-2D
SPH-code [23] in 2D axis-symmetrical set-up: normal
impact of Al sphere 5 mm diameter at 5.2 km/s to
unshielded 1.5 mm Al wall of PV containing nitrogen
under pressure of 0.1 and 10.5 bar. Comparison to the
experimental data (high frame rate photography) showed
good agreement along center line (formation of central
residual large fragment and a shock wave gas flow about
it during flight) and qualitative correspondence in
formation and flight of lateral fragments generating
lateral shock wave in gas. All the fragments are really
separate particles, and this is not actually reproduced in
2D axis-symmetrical simulations, thus leading to
discrepancy in shock wave flow. To estimate influence
of 3D effects on modelling, 3D numerical simulation
was performed using KERNEL.

Geometrical set-up of KERNEL simulations
corresponds to that of AUTODYN-2D [22]: normal
impact of Al spherical projectile 5 mm in diameter at
5.2 km/s to vessel containing gas (nitrogen). The vessel
front wall (subjected to impact) is 1.5 mm thick and
made of Al-alloy Al 5754. Influence of air at ambient
conditions outside the vessel (from the impact side) was
neglected. Nitrogen under pressure of 10.5 bar is inside
the vessel.

2000 particles in projectile, 20000 particles in front wall
and 150000 particles in gas were used in the solution
area -50<x<150 mm, -120<y<120 mm, 0<z<120 mm for
simulation. Since the problems have plane of symmetry,
simulations were performed for half in 3D approach
with rigid plane boundary at z=0. Sides of the solution
area (x=150 mm; y=t120mm; =z=120mm) were
distanced enough to neglect their influence on the debris
flight and shock wave propagation during the
simulations, so they were modelled by “rigid wall”
boundary conditions. Ablation of debris was neglected.
Parameters of projectile and bumper materials used for
simulations are presented in Table 8. Perfect gas

equation of state with Poisson adiabatic exponent y=1.4
was used to model nitrogen, density 13.125 kg/m’
corresponds to initial pressure 10.5 bar (specific internal
energy is 0.2 kJ/g).



Results of 3D simulations by KERNEL code are
presented in Fig.3, results of experiments and 2D
simulations by AUTODYN-2D code [22] are presented
also for comparison. Note, that initial phase of
expansion of the secondary debris cloud in gas is
reproduced well, even with taken rather small number of
particles.

testing of numerical codes.
“experimental data on hypervelocity perforation in this

Table 8
Material Al-alloy Al-alloy
(projectile) - (bumper)
po, glem’® .- 2.701 2.78
Co, km/s 5.24 5.612
N 3.54 354
T 0.97 1.176
v 033 , 0.362
Y, GPa 0.075 0.383
G, GPa -0.1 -0.59

4. CONCLUSION

Comparison to published experimental data on high- and
hypervelocity impact at velocity of 0.5-8 km/s have
shown, that 3D simulations performed with the
KERNEL code even using simple model of material
(Mie-Gruneisen EOS with Murnaghan approximation of
“cold” pressure, von Mises model with constant shear
modulus and yield, Tresca type local criterion of
splitting at ultimate tensile stress) provides:

e good prediction of damage (piercing and
cratering) caused by large particles (initial
projectile and large fragments of debris cloud);

e reasonable description of the debris cloud
geometry (in the case of perforation of the thin
sheets).

Ways to better correspondence are obviously the

following:

® increase number of particles,

e use more precise EOS with effects of melting and
evaporation of material,

e use sophisticated models for fracture of solid
material and behaviour of fractured material.

In future simulations will be performed with these

enhancements. However, this implies higher

requirements on computer system to keep reasonable

run-time. Since the main damage (piercing and

cratering) is caused by large particles, and small

particles of the debris cloud produce mainly spreaded

pulsed loading, in many cases demonstrated usual

approach is sufficient to assess survivability of structure

under hypervelocity impact.

Significant portion of space debris at practically
important orbits have velocity more than 8 km/s relative
to spacecraft (for ISS in the range 8-12 km/s, see, e.g.,
[24]). So, it is necessary to continue development of the
spacecraft structure material models suitable for
conditions of hypervelocity impact in the velocity range
8-12 km/s (including determination of parameters) and
Currently, some

velocity range are available now (see, e.g., [25,26]), but,
unfortunately, they are not suitable for verification of
numerical codes, because projectile in these “record”
experiments was formed by shaped charge [26-28], with
the help of special orifice at the light gas gun muzzle
[29], or in multi-stage explosive accelerator [30,31], its
shape (and mass) and orientation are not yet reproduced
with sufficient stability.

Implementation of KERNEL code for 3D numerical
simulation of perforation of the pressure vessel wall,
generation of the secondary debris cloud and initial
phase of its evolution in gas, provided good
correspondence to obtained at Ernst-Mach-Institute
experimental data on parameters of the secondary debris
cloud.
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Fig.2. Debris cloud after perforation of steel sheet by steel spherical projectile:
experimental shadowgraph (left) and results of simulations (right)
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Fig.3. Debris cloud evolution in as (initial pressure in gas 10.5 bar)
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Fig.1. Perforation of thin steel sheet by steel spherical projectile:
experimental x-rayograms (left) and results of simulations (right)




