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ABSTRACT

This paper investigates the realization of an experimental
autonomous tracking mode for the Tracking and Imaging
Radar (TTRA), developed and operated by the Fraunhofer
Institute for High Frequency Physics and Radar Tech-
niques (Fraunhofer FHR). The final goal is to track au-
tonomously any kind of space object crossing the radar
field of view, without resorting to external information
such as the two-line element sets.

Keywords: autonomous tracking; initial orbit determina-
tion; Kalman filtering.

1. INTRODUCTION

Currently, in order to acquire, detect and track a specific
space object, the Tracking and Imaging Radar (TIRA)
requires external information on its orbit. One source
of such information is the U.S. Space Surveillance Net-
work (SSN), which provides it in form of orbital elements
(two-line element set, TLE) on [1]. Specifically, TIRA
propagates the TLEs in order to predict the trajectory of
a certain satellite and to rotate afterwards its antenna into
the proper rendezvous position for the observation. The
TLEs are regularly updated for circa 10000 catalogued
space objects. However, in orbit there are many other ob-
jects smaller than about 10 cm (e.g. space debris) that are
not yet catalogued. Therefore, no TLE data is available
for them.

This is a problem of great importance since the number
of this kind of objects is growing continuously. Among
the causes of this constant growth, there is satellite frag-
mentation due to incidents (e.g. collisions and explo-
sions), which can give birth to countless small particles
that overcrowd the orbits. This is e.g. what happened in
1985 when an American anti-satellite missile mission de-
stroyed the P78-1 Solwind solar observation satellite [2]
or in 2007 when a Chinese rocket intentionally impacted
a Chinese weather satellite [3].

It is of high interest to develop new tracking approaches

for reconnaissance radar with tracking capabilities that
shall grant, in the future, the autonomous tracking of
space objects. The realization of such new operation
modes is very important in order to allow the observa-
tions of any object crossing the antenna beam. These new
tracking approaches can be used for instance to track mul-
tiple objects after their launch or the space debris created
right after a fragmentation. This last aspect is necessary
to avoid dangerous collisions with other satellites in the
future following the debris creation.

This paper proposes a new autonomous tracking mode
in Section 2, followed by the description of the experi-
ment performed in order to validate it (Section 3 and Sec-
tion 4). Lastly, the obtained results and the conclusions
are shown in Section 5 and Section 6, respectively.

2. AUTONOMOUS TRACKING THROUGH AN
OPEN LOOP MODE

The proposed scheme for the autonomous tracking mode
with an open loop control consists basically of two
phases: the initialization phase and the tracking phase
[4]. During the initialization phase the antenna operates
in beam park (BP) mode: i.e. it is fixed to a particular
position monitoring a certain volume of the sky. When
an object crosses the antenna beam, it is detected by the
radar (detection step).

Then, the data obtained through this observation are pro-
cessed by means of an initial orbit determination (IOD)
algorithm in order to find an estimation of a future state
vector for the detected object. Once this state vector is
calculated and converted into an antenna position, the an-
tenna rotates to this new foreseen rendezvous position
(positioning step).

After this first antenna positioning, the tracking phase is
initialized with the outputs of the IOD. This last phase
is realized by processing data through a tracking filter,
e.g. a Kalman filter (KF) [5]. The tracking consists in the
alternating repetition of detection and positioning steps
until the desired accuracy in the estimation of the state
vector is achieved. This alternation is obtained through a
succession of several BPs. The reason for selecting this
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particular tracking scheme lies in the implementation of
an open loop control strategy, which permits the radar
to switch the observed object between two different BPs.
As a consequence, this strategy manages to guarantee the
multi-object tracking.

The whole designed autonomous tracking mode is shown
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Figure 1. Autonomous tracking control scheme. The in-
dex n denotes the number of the actual beam park. On
top, there is the detection of the satellite followed by the
processing of the radar raw data, which gives in output
a list of observation vectors. According to the value of
n, these vectors are processed through an initial orbit de-
termination algorithm or through a tracking filter. In both
cases, the output is a predicted state vector for the satel-
lite. This state is used to calculate the new antenna po-
sition and it is taken as the initial state of the subsequent
filtering step. Finally, the antenna is re-positioned and
the cycle is re-initialized updating the value of n.

as a flowchart in Figure 1. Starting from the top, the first
step is the satellite detection. Then, the received radar
raw data are transformed into observation vectors (range,
range rate, azimuth, elevation). If the data are obtained
during the first BP, they are processed by an 10D algo-
rithm, otherwise they are processed by a tracking filter. In
both cases, the output is a predicted state vector, which is
used to compute the antenna position vector for the new
antenna positioning step. Moreover, the predicted state
vector is saved and used as the initial state vector of the
subsequent tracking filter data processing.

For the initialization phase a new IOD algorithm adapted
to the parameters of TIRA was developed and verified
with TIRA. For the tracking phase two different kinds
of filters were implemented: the Extended Kalman filter
(EKF) and the Unscented Kalman filter (UKF). Also the
performance of these tracking filters was evaluated with
TIRA.

3. MULTI BEAM PARK EXPERIMENT

In order to investigate the constraints related to the imple-
mentation of the proposed autonomous tracking mode for
the TIRA system, a multi BP experiment was performed
(Figure 2). It consists in the succession of several BPs
realized at different elevation angles.

A very important facet of this kind of experiment is the
investigation of the proper interval of time Atgp between
two consecutive BPs. This Atgp (in black in Figure 2
between the first and the second BP) must be bound in a
certain range included between a minimum value and a
maximum value: At < Atgp < Atmax.

The lower limit, At,;,, corresponds to the time required
in order to accomplish all the technical processes. As
shown in the zoom of Figure 2, it is given by the summa-
tion of three terms with different origins:

1. Atq, in orange, is the time associated to the radar
data processing. Firstly, the radar raw data collected
during the BP has to be processed in order to gain
the observation vectors used as input by the IOD al-
gorithm and by the KF. Secondly, the IOD algorithm
and the KF have to calculate a state vector from the
measurements and to propagate it in order to pre-
dict the future satellite position. As a consequence,
Aty has implications on the radar signal processing,
on the IOD algorithm implementation and selection
and on the tracking algorithm choice. The evalua-
tion of this interval of time is one of the goals of the
investigation performed in the paper.

2. Ats, in violet, is the time needed to rotate the
antenna to the new predicted rendezvous position.
TIRA, with its azimuth velocity of 24°/s, is able to
fulfil a total rotation in azimuth in 15s. Within the
same time, with its elevation velocity of 6°/s, TIRA
can move by 90° in elevation. Therefore, since two
consecutive beam parks are generally spaced closely
enough, this Ao was assumed to be around 10s in
the worst case.



3. Ats, in light blue, is a safety margin, assumed to be
around 5 s. It is the interval of time that occurs after
the antenna is re-positioned and before the satellite
crosses the beam. This interval is necessary since it
has to be ensured that the radar is already transmit-
ting when the satellite passes. Moreover, with this
safety margin, it is possible to fix potential inaccura-
cies on the orbit parameters without compromising
the success of the experiment.

The upper limit is Atpax, which is no longer related to
any technical process, but to the accuracy achieved in the
state vector estimation. In fact, both with the IOD algo-
rithm and with the KF, there is always a certain error in
the estimation of the state vector, especially in the veloc-
ity components. This error involves an inaccurate predic-
tion of the future satellite position. Thus, if the propaga-
tion time is too long, the foreseen state is too inaccurate
and no valid rendezvous position can be provided to the
radar in order to detect again the satellite. As a conse-
quence, the evaluation of this Atmax is an important goal
of the paper investigation.

Another crucial parameter, introduced in Figure 3, is the
angle « (in violet) between the direction of the antenna
and the satellite predicted line of sight (LOS). Also «
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Figure 2. Multi beam park experiment and minimum time
constraint. The main figure shows the design of the ex-
periment adapted to the proposed autonomous tracking
mode. Four beam parks (BP) are depicted: the first (in
green) is linked to the initialization phase, the others (in
blue) to the tracking phase. Atpp is the time between two
different BPs. The zoomed square shows the minimum
time constraint At,,;, along with its three components:
Aty, related to the data processing, Ats, related to the
antenna re-positioning, and Ats, a safety margin.
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Figure 3. Geometry of the angles 0 and . 0 is the 3dB
beam width of the antenna. « is the angle between the
satellite line of sight and the direction of the antenna.

depends on the state vector estimation accuracy, as well
as Atmax. After each positioning step, it has to be en-
sured that the object crosses again the antenna beam.
This is achieved by evaluating this angle «. In fact, if
« is smaller than a certain constraint, it is safe to as-
sume that the foreseen satellite position would effectively
be within the antenna beam. Since TIRA’s antenna 3 dB
beam width 6 (in green) is about 0.5°, the limit on v was
chosen as 0.25°, i.e. the half of the 3 dB beam width.
The same angle of 0.25° was taken also as the error limit
on azimuth and elevation. Hence, in order to conclude
that the radar is able to re-detect the satellite, it is impor-
tant to compute its predicted position with an accuracy of
0.25° in azimuth and elevation.

4. PERFORMED EXPERIMENT

During the performed experiment, a pass of Envisat [6]
was observed on February 2, 2018, at 7:40 UTC. The
TLE used by the radar system to detect the satellite is
shown in Table 1. A large object, such as Envisat, was
selected for the experiment, in order to evaluate the con-
straints of the mode in the “best case scenario”. In fact,
this kind of satellites have a large radar cross section
(RCS), which leads to higher signal to noise ratios (SNR)
compared to the objects with a small RCS. Consequently,
a high accuracy on the observation vectors can be ensured
depending on the pass geometry.

The experiment is a multi BP investigation, as described
in Section 3. During the whole satellite pass (time dura-
tion of about 14 min), 33 BPs were realized with a time
spacing Atgp around 25s. In order to choose this value
for Atgp during the experiment design, it was assumed
that 10 s was a good estimation for At;.

Since the introduced autonomous tracking mode is not
yet operational, Envisat was observed simply using the
TLE propagation. Hence, all the proper antenna posi-
tions were not calculated in real time, because they were
already known a priori. Nonetheless, this experiment was



Table 1. TLE used for the performed experiment.

Envisat
1 27386U 02009%a 18033.15936933
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Figure 4. Elevation of Envisat. Envisat elevation is mea-
sured by TIRA with respect to the experiment relative
time, which starts with the first observation. Each “step”
represents a beam park.

realized to verify the performance of the various proposed
algorithms, by comparing a posteriori the achieved re-
sults with the real observation measurements. This com-
parison entails an offline processing and not a real time
one.

Figure 4 shows the elevation angle in degrees with respect
to the relative time of the observation. This variable be-
gins from low values, reaches a maximum around 52°
and then decreases again to low values until the satellite
disappears under the horizon.

An important parameter that is obtained from the radar
raw data is the SNR, which indicates how accurate a cer-
tain measurement is. Figure 5 depicts the SNR during
the whole experiment. From this figure, it is possible
to notice a threshold at 13 dB that indicates the limit set
for the satellite detection (the horizontal red line). Un-
der this threshold it is assumed that the signal received
by the radar contains only noise. On the other hand, over
this limit, it is considered that the received signal contains
also the object signal in addition to the noise.

There is a relation between the SNR and the elevation
angle. When the elevation is low, the SNR is low while
when the elevation is high, also the SNR is high. In con-
trast with this SNR behaviour, the radar data acquisition
phase is longer for low elevation angles (longer beam
crossing duration), while it is shorter for high elevation
angles (shorter beam crossing duration).
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Figure 5. Signal to noise ratio (SNR) for Envisat. Envisat
SNR is depicted with respect to the experiment relative
time, which starts with the first observation. Each “peak”
represents a beam park. The horizontal red line at 13 dB
is the detection threshold.
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Figure 6. Behaviour of the angle . The results for the
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Figure 7. Comparison of the three initial orbit determination methods: the proposed one, the site-track and the Herrick-
Gibbs. The results achieved for the angle o with the three different algorithins are compared. The black horizontal dashed
line is the 0.25° constraint. In this case the propagation time is Atgp ~ 25 s.

5. RESULTS

The results achieved for the conducted experiment are
discussed in two different subsections. The first one con-
cerns the initialization phase and, consequently, the IOD
algorithms performance. The second one belongs instead
to the tracking phase and to the filtering process. Further
in-depth studies and results regarding the two phases can
be found respectively in [7] and [8].

5.1. Initial Orbit Determination

When an unknown object crosses the antenna beam dur-
ing a BP, the radar system produces several measure-
ments in a short time interval, related consequentially to
a limited arc of the orbit. With such a short interval, an
IOD is necessary to estimate the object orbit (in terms of
orbital parameters or of state vectors). Currently, there
are several algorithms in the literature used to solve the

IOD problem. A list of the main algorithms together with
their descriptions can be found in Chapter 7 of [9].

In this paper there is a comparison between the results
achieved with three different algorithms: the new one de-
veloped [7], the site-track (ST) [9] and the Herrick-Gibbs
(HG) [10]. The ST is a method which requires as input
the following sensor data: range, range rate, azimuth, az-
imuth rate, elevation and elevation rate. This method is
able to give a complete state vector (position and veloc-
ity) for the satellite in correspondence with each data set.
The HG is one of the so called “three points methods”
because it requires in input three different position vec-
tors. It gives as output the velocity vector at the central
point, providing thus only one complete state vector. The
ST is very precise but not widely used because generally
the sensors can not provide all the necessary data. On the
contrary, the HG is widely used because it is relatively
easy to find three position vectors.

TIRA can supply for each pulse the target range, range
rate, azimuth and elevation. Thus, to apply the ST
method, the estimation of two variables is necessary.
Moreover, through a BP, TIRA gives a lot of data sets,
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Figure 8. Comparison of the three initial orbit determination methods: the proposed one, the site-track and the Herrick-
Gibbs. The results achieved for the angle o with the three different algorithins are compared. The black horizontal dashed
line is the 0.25° constraint. In this case the propagation time is Atgp ~ 50 s.

which involve the knowledge of much more than just
three position vectors. For these two reasons a new 10D
method was implemented: this method uses in input ex-
actly the four kinds of data supplied by TIRA and accepts
any number of data sets.

The scheme of the proposed autonomous tracking pro-
vides that just the first observed BP is processed with an
IOD algorithm. Therefore, a crucial step is to understand
with which BP elevation the best results are obtained.
With regards to this topic, as discussed in Section 4, there
are two main aspects that must be taken into account: the
measurements SNR and the observation time duration. In
order to find in correspondence with which BP elevation
the algorithms perform better, all the observed BPs were
analyzed individually, processing the measurements with
the three IOD methods.

The variable studied in this investigation is the angle «,
already shown in Figure 3. Since there are several con-
secutive BPs and in each of them the direction of the an-
tenna is well known, it is effectively possible to compare
the predicted antenna position with the real one by evalu-
ating a.

An example is discussed here in order to clarify this as-
pect. The data obtained through the first BP are processed
with one of the IOD methods: the algorithm gives as out-
put the predicted position of the satellite in a future in-
stant of time included in the second observed BP. From
this position, it is possible to calculate the satellite LOS
vector. This direction, according to the algorithm, is the
one in which the antenna shall be positioned in order to
re-detect the satellite in that future instance. However, in
this experiment the new direction of the antenna is given
because, using the TLE, the satellite was successfully re-
detected and observed during the second BP. Therefore,
comparing the predicted satellite LOS vector with the real
antenna direction, it is possible to assess whether or not
the satellite crosses again the antenna beam in the sub-
sequent BP with the gained estimation. This is accom-
plished by checking if the angle « respects the imposed
constraint of 0.25°. If this occurs, the satellite detection
is possible.

With the set SNR threshold of 13 dB, all the BPs have
a big range of variation on the SNR, which has a global
maximum of 48 dB. Since the proposed IOD method uses
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Figure 9. Comparison of the three initial orbit determination methods: the proposed one, the site-track and the Herrick-
Gibbs. The results achieved for the angle o with the three different algorithins are compared. The black horizontal dashed
line is the 0.25° constraint. In this case the propagation time is Atgp ~ 75 s.

all the provided data sets, there is the necessity of weigh-
ing the measurements in order to give more importance
to the ones with an higher SNR, which are more accurate.
The used weights were taken equal to the SNR values.
The results of the analysis for the new developed algo-
rithm are shown in Figure 6, where the angle « is depicted
with respect to the BP analyzed and to its elevation. The
colorbar indicates for every BP the corresponding eleva-
tion. The angle constraint of 0.25° discussed in Section 4
is included in the figure as a black horizontal dashed line.
It is possible to see from the graphic that only the first 32
BPs were processed. Indeed, since there is no 34th BP,
the results achieved for the 33rd one could not be com-
pared with any direction of the antenna. Therefore, no
result is given for it.

Figure 6 shows that the obtained angle « is almost always
included in the constraint, apart from nine cases. More-
over, it points out that the results are more accurate in
correspondence with the low-elevation BPs. In fact, all
the failures are registered when the elevation is high.
The same analysis was performed for the other two I0OD
algorithms: the ST and the HG. In Figure 7 the results

are compared for all the three different methods. Here
there is no longer the colorbar, but the elevation follows
the same trend as in Figure 6 (namely low, high and low
again).

For the second BP, the angle o obtained with the HG turns
out to be almost 167°. This is due to the fact that the sec-
ond BP has a time duration that is very short (shorter than
1.5 s) because the satellite did not cross the beam close to
its center. With such a short interval, the HG method fails
in finding a good estimation for the satellite velocity vec-
tor. Thus, the predicted position for the satellite is very
far from the real one.

Figure 7 shows that the ST fails nine times while the HG
fails twelve times. All the three algorithms highlight that
the best situation for the observation of a space object is
to have a BP at low elevations. In fact, with low eleva-
tions, in this experiment it is almost always possible to
re-detect the satellite. The failures correspond generally
to the BPs realized at higher elevations.

In order to investigate the upper time constraint Atpax,
discussed in Section 3, the same analysis was realized us-
ing a Atgp around 50s and around 75, i.e. comparing
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Figure 10. Relative observation residuals for the Extended Kalman filter (EKF) on range (top left), range rate (top right),
azimuth (bottom left) and elevation (bottom right). The relative residuals are computed as the difference between the
predicted state vectors of the EKF, transformed into observation vectors, and the measurements coming from TIRA (with

a signal to noise ratio threshold of 13 dB).

the results of each BP with the BP performed respectively
two or three later. Also in these two cases the comparison
between the three different IOD methods has been real-
ized. The achieved results are shown in Figure 8 and in
Figure 9. Here, the total number of BP investigated is 31
and 30, respectively. The elevation trend is always the
same as in Figure 6. Also for these last two investiga-
tions, the angle « related to the second BP obtained with
the HG is in the order of 170°.

Figure 8 shows that with a A¢gp of 50 s the proposed al-
gorithm fails 20 times, the ST 19 times and the HG 17
times, while Figure 9 shows that with a Atgp of 75s the
proposed algorithm fails 25 times, the ST 23 times and
the HG 24 times. Both the figures point out once more
that the best results are obtained at low-elevation BPs. In
these last two analysis there are more failures respect to
the first one because the prediction accuracy is smaller.
This happens since, as explained in Section 3, the error
on the estimation of the orbit parameters has a bigger im-
pact on the position prediction when it is propagated for
longer times. Therefore less accurate predicted state vec-
tors are achieved.

5.2. Kalman Filtering

Two different kinds of KFs were investigated: the Ex-
tended KF (EKF) and the Unscented KF (UKF). The EKF
is one of the most used estimation algorithm for nonlin-
ear systems (Chapter 10 of [9]). However, it is difficult
to implement and to tune and above all, it is reliable es-
pecially for systems that are almost linear. The UKF is
introduced to face these problems [11]. In fact, thanks to
the unscented transformation, a new approximate method
for propagating means and covariances through nonlinear
transformations is used.

The KEF is initialized with the outcomes of the IOD. The
state vector given by the 10D is propagated until the sub-
sequent BP acquisition phase. The acquired radar data are
processed by means of a KF. The low elevations recorded
at the beginning of the experiment allow the IOD and the
KF to process more measurements and to estimate better
the state vector.

Figure 10 shows the relative residuals (Re), which
are computed as the difference between the observation
vectors calculated from the predicted state vectors of
the EKF (YKpprop) and the measurements coming from

TIRA (Ymeas): Rrel = YKFprop — Ymeas-
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Figure 11. Relative observation residuals for the Unscented Kalman filter (UKF) on range (top left), range rate (top
right), azimuth (bottom left) and elevation (bottom right). The relative residuals are computed as the difference between
the predicted state vectors of the UKF;, transformed into observation vectors, and the measurements coming from TIRA

(with a signal to noise ratio threshold of 13 dB).

Since the true trajectory of the object is unknown, the
only possible comparison a posteriori is with the radar
measurements. These have different accuracies, which
are reflected in the figure by the colorbar of the SNR.
The starting point of the colorbar is 13dB, i.e. the se-
lected SNR threshold.

The residuals on azimuth and elevation are most of the
time within the boundary condition of + 0.25°. Even
when the residuals are off the limits, it is not sure that the
target is lost. In fact, the residuals are calculated with re-
spect to the measured observation vectors which have al-
ready a certain intrinsic error, embodied by their accuracy
(o). The largest residuals are achieved in correspondence
with the blue SNR, i.e. where the o on the measurements
is higher. Therefore no final conclusion can be drawn
from this graph. Nonetheless, looking at the residuals on
the angles, it is possible to notice how their dispersion in-
creases in the middle of the pass, when the elevation of
the satellite is higher. This happens because around the
closest approach the time spent by the satellite inside the
beam is shorter. Consequently, the margin of error to re-
detect the object is reduced.

Concerning the UKEF, the results shown in Figure 11 are
computed in the same way as for the EKF. The relative
residuals have almost the same trend and the same con-

siderations can be made once more. The residuals in-
crease in the middle of the pass, even if in this case they
are slightly lower.

Although the EKF and the UKF give very similar results
in terms of relative residuals, they have a different be-
haviour concerning the covariance matrix information.
Figure 12 and Figure 13 show the covariance ellipsoids
referred to the third beam park for the EKF and the UKF,
respectively. The covariance ellipsoid dimensions reflect
the reliability of the state vector coming from the filter-
ing process. In each figure, two different ellipsoids are
presented. The larger one is the covariance ellipsoid as-
sociated to the instant of time just before the acquisition
phase, i.e. at the end of the propagation phase. Instead,
the smaller one is the covariance ellipsoid associated to
the instant of time right after the acquisition phase. The
covariance ellipsoids are both rotated in the body refer-
ence frame: two directions are in the orbit plane (radial
and along-track), while the third direction is normal to
the orbit plane (cross-track). Looking at both the figures,
there is a large difference in the covariance ellipsoid di-
mensions. Specifically, the UKF ellipsoid after the prop-
agation time is smaller than the correspondent EKF ellip-
soid. Conversely, the UKF covariance ellipsoid dimen-
sions after the acquisition phase have the same size order
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Figure 12. Covariance ellipsoids calculated from the co-
variance matrix of the Extended Kalman filter. They refer
to the third beam park. They are rotated in the body refer-
ence frame (radial, along-track, cross-track). The larger
ellipsoid is computed in the instant of time just before the
acquisition phase, while the smaller ellipsoid in the in-
stant of time right after the acquisition phase.

of the EKF ones. This means that the main difference be-
tween the two KFs is in the propagation of the covariance
matrix. The covariance matrix in the EKF is just propa-
gated through a transition matrix, which represents only
a first order linearization of the dynamic model. On the
contrary, the UKF works by constructing a set of sigma
points, accurately chosen, which represents statistically
the true mean and covariance information. Each sigma
point is propagated through the non-linearity using di-
rectly the dynamic model, without any linearization. Af-
terwards, a recombination of the propagated sigma points
is performed in order to obtain the new state vector and
the new covariance matrix. This latter is more accurate
than the EKF one because it takes into account also terms
of higher orders [12].

From the computational cost point of view, the EKF is
more efficient since in the EKF just one state vector is
propagated. In fact, the extra effort of the UKF is related
to the number of sigma points, which have to be propa-
gated one by one and mixed together in order to find the
new state vector.

6. CONCLUSIONS

This paper presented an autonomous tracking mode for
the TIRA system and demonstrated the implemented al-
gorithms with real data. They were tested only with one
large object (i.e. Envisat), therefore no general judgement
can be made from this investigation.

The analysis performed illustrates that the proposed
methods are more accurate for the BPs at low elevations.
For this reason, it is reasonable to assume that the best
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Figure 13. Covariance ellipsoids calculated from the co-
variance matrix of the Unscented Kalman filter. They re-
fer to the third beam park. They are rotated in the body
reference frame (radial, along-track, cross-track). The
larger ellipsoid is computed in the instant of time just be-
fore the acquisition phase, while the smaller ellipsoid in
the instant of time right after the acquisition phase.

configuration to initialize the autonomous tracking mode
is with the antenna pointing towards low elevations.

Two time constraints were investigated in this paper: Aty
and Atmax, both discussed in Section 3. Aty consists
of two different contributions. The first one is linked to
the radar raw data processing and it can not be evaluated
through this experiment because the analysis was realized
a posteriori. The second one is related to the computa-
tional cost of the used algorithms in each single BP. This
study has found that this term is in the size order of 5 s (no
code optimization was performed). Section 5.1 shows the
results of the IOD for three different values of Atgp in
order to evaluate Atmax. Increasing the value of Atgp,
the results become less accurate because the error on the
estimation is propagated for longer time. This investiga-
tion reveals that even with a propagation time of 75 s, for
some of the low-elevation BPs it is possible to re-detect
the satellite.

The comparison between the different IOD algorithms
shows that the performance of the three methods is al-
most equivalent, with the HG having the highest variabil-
ity. Nonetheless, it has to be noted that in terms of com-
putational cost, the proposed algorithm is outperformed
by the others because it processes much more data sets
for finding one single state vector. However, even with
this algorithm the computational time is still quite short.
Specifically, it depends on the beam crossing duration.
Longer beam crossing durations correspond to more mea-
surements to process and consequently the computational
time increases. This time can be reduced in the future by
some optimization processes.

Concerning the tracking part, the two different KFs are
both able to track the object during almost the whole pass,



with some uncertainties when the elevation is higher. In
fact, it is not possible to assess a potential target loss just
from a relative comparison of the residuals. However,
an accurate orbit determination depends on a lot of pa-
rameters (e.g. RCS, observation geometry, SNR, eleva-
tion). Therefore a choice between the two different KFs
is needed. From a reliability point of view, the UKF is
more efficient in terms of the covariance matrix propa-
gation. Instead, concerning the computational cost, the
UKEF requires more time. This is due to the number of
sigma points, which have to be propagated one by one
and to be mixed together in order to have the new state
vector, while in the EKF just one state vector is propa-
gated. A trade-off between the accuracy of the covariance
information and the computational cost is needed in order
to select the best KF. In the literature, it is possible to find
other kinds of UKF like the Scaled UKF [13] or the Re-
duced Sigma Point filter [14], that have been developed
in order to reduce the UKF computational time, without
undermining its precision.

As described in Section 4, this experiment was performed
as an offline processing. In the near future, other objects
(smaller than Envisat and with different orbits) will be
observed with the same kind of experiment in order to
verify the findings obtained in this paper. Lastly, the final
step will be the realization of a completely autonomous
real time procedure, which requires the implementation
of the investigated algorithms in the TIRA system.
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