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Introduction

• The number of close approaches 
between space objects is increasing 
due to the proliferation of satellites and 
debris in orbit.

• The number of CDMs issued weekly are 
a couple of orders of magnitude larger 
than the actionable ones, and this puts 
pressure on satellite operators.

• An automated process that can predict 
collision risk with desired accuracy a 
couple of days ahead to allow satellite 
operators to plan for collision avoidance 
maneuvers is desired.

https://www.orbofleet.com/space-debris-space-environment-statistics/
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Collision Risk Prediction Preliminaries

• The relative trajectory is assumed to be 
linear, and this is valid for short 
encounters.

• The physical properties are not modeled 
with high-fidelity, and the 
characterization of debris regarding 
physical properties is challenging.

• The interaction between space objects 
and the space environment are 
challenging to model, and there are 
unknown unknowns.

https://www.orbofleet.com/space-debris-space-environment-statistics/
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Data

Data Source

●Preprocessed CDMs from 2015 
to 2019 without full states;

●13154  events;
●103 features.

Imbalanced 
Dataset

●High-risk: 1.05%; 
●Low-risk: 98.9%.

●Remove events with only one CDM

Data Cleaning

Feature 
Engineering

●Number of CDMs bef. 2 days;
●Mean and STD of PoC values;
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Data

• Risk is the most important feature.

• Any attempt to learn from sequence 
data is very challenging due to sparse 
and noisy data, summary statistics of 
time-series of risk values could be used.

• Last available risk is a very strong 
baseline solution due to the nature of 
the problem. 
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Data

• Most features are dependent on each 
other.

• Data is very imbalanced, and this is 
related to the problem itself.

• There is a class overlapping.

• There are subgroups.
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Metrics

• Loss function needs to match metrics 
and metrics needs to match the 
business problem.



Data

8

Model

• Using the latest risk value can be 
leveraged for predicting target risk 
values, and it can also be utilised for 
classification purpose intrinsically by 
casting the problem as anomaly 
detection problem.

• Cleaning low-risk to high-risk anomalies 
(False Negatives) can yield better score 
due to F2 metric.

• Cleaning high-risk to low-risk anomalies 
(False Positive) is costly if it fails due to 
F2 metric.
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Model

• There is a distribution 
difference between 
anomalous and 
non-anomalous 
samples.
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Model

• Simpler models can help with 
over-fitting when the number of sample 
is limited.

• Using the most discriminative features 
can help with over-fitting.

• Ensembling models may increase the 
accuracy of the predictions.

• Machine learning models should allow 
incremental learning and defining 
custom loss functions.

• Standardisation scaling is better when 
data has outliers.
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Results

• The proposed models are ensembled 
with majority vote (3-fold). 

• The distance distribution is computed 
against all data available.

• Ranked 3rd out of 96 teams.



DataConclusions

• It is possible to build machine learning 
models that can perform better than 
naive solution.

• There is distribution difference 
between subgroups of classes, and this 
can be further leveraged.

• It is beneficial to incorporate physical 
properties and behaviours of resident 
space objects into the models.

• It is possible that various data sources 
have been merged and they have 
different distributions, and data fusion 
using machine learning should be 
investigated.
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Questions


